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If there be cure or charm

To respite, or deceive, or slack the pain

Of this ill mansion: intermit no watch

Against a wakeful foe, while I abroad

Through all the coasts of dark destruction seek

Deliverance for us all

� John Milton, Paradise Lost
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Kurzfassung

Diese Dissertation repräsentiert eine Weiterentwicklung des Konzepts der Smart Power
Cell (SPC). Ziel ist die �ächendeckende Integration von dezentralen, erneuerbaren Strom-
erzeugern mittels geregelter Unterbereiche. SPCs sind grundsätzlich in der Lage, interne
Stabilität zu gewährleisten, während Leistungs�usssollwerte verfolgt werden für die Ver-
bindungen mit dem Rest des Stromnetzes und anderen Energienetzen wie dem Gasnetz
und dem Fernwärmenetz. Die Arbeit baut teilweise auf existierender Forschung zur SPC
auf, erweitert aber deutlich den Umfang und die Gültigkeit mit neuen Modellelementen
und Reglern.
Im Speziellen wird die Modellbildung der Knoten in der SPC erweitert mit einer neu-
en Reglerstruktur in diesen Knoten, welche die Komplexität und Flexibilität diverser
Erzeugungsanlagen bündelt und als einzelne Erzeugungsanlage mit einfachem dynami-
schen Verhalten der SPC gegenüber präsentiert. Hierfür genutzt werden Überlegungen
zum Übertragungsverhalten der Anlagen sowie der energetischen Flexibilität und deren
Aggregation. Es entsteht dann für den Regler am Knoten ein Optimierungsproblem mit
Nebenbedingungen. Die existierenden Regler zur SPC als Ganze werden erheblich ver-
bessert und sind nun in der Lage, Sollwerten für mehr als eine Verbindung aus der SPC
heraus zu folgen. Die Spannungsregelung der SPC wird ebenso verbessert, um diverse
Probleme zu vermeiden, die aus der vorherigen Struktur erwachsen konnten. Ebenso
wird der Integrator der bestehenden Struktur um eine fraktionale Ableitung erweitert,
um Oszillationen zwischen Reglern zu unterdrücken. Für die SPC wird dann eine Mo-
dellreduktion auf Basis metaheuristischer Optimierungsmethoden entwickelt, um eine
Simulation mehrerer SPCs im Verbund zu ermöglichen. Für das Übertragungsnetz wird
ein weiterer Regler entwickelt, welcher die Spannung im Übertragungsnetz regelt, in-
dem den SPCs Sollwerte für die Verbindung zum Übertragungsnetz gesandt werden.
Jede Reglerebene einzeln sowie deren Interaktion wird im Zeitbereich simuliert, um die
E�ektivität des Konzeptes zu zeigen.



vi Control Strategies and Reduced Models for the Smart Power Cell



vii

Abstract

This dissertation represents a further development of the concept of the Smart Power
Cell (SPC) which aims to solve the issues associated with widespread integration of
distributed and renewable generators using controlled subdivisions. SPCs are broadly
designed to maintain internally stable behavior while tracking power �ow reference sig-
nals at their interconnections to other parts of the power grid and other energy grids like
gas and district heating. Building partly on existing models for the SPC, this disserta-
tion substantially expands the scope and validity of the models using additional control
layers while also developing more �exible and advanced controllers for existing layers.
Speci�cally, the modeling of buses inside the SPC is expanded with a new control struc-
ture which bundles the complexity and �exibility of distributed generators connected
to that bus and which presents this aggregation as a single, simpli�ed generator to the
SPC. Transfer function considerations and the aggregation of energetic �exibility are
used for this purpose. A constrained optimization problem arises at the bus, which the
bus controller solves. Existing controllers for the SPC as a whole were substantially
improved and are now capable of tracking reference values for more than one intercon-
nection between the SPC and other parts of the grid or other energy grids. Voltage
control inside the SPC was also improved to avoid a variety of problems that may ap-
pear as a result of the previous structure. The integrator used in the previous controller
was expanded with a fractional derivative to dampen oscillations between controllers. A
model-order reduction based on metaheuristic optimization was developed for the SPC
to allow more computationally e�cient simulation of an interconnection of SPCs. Addi-
tional controllers were developed for the transmission grid which control the high-voltage
side voltages by generating reference signals for the SPC interconnections. Each control
layer was simulated in the time domain both individually as well as their interaction to
demonstrate the e�ectiveness of the concept.
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Introduction

T
he emission of carbon dioxide and other greenhouse gases is producing a warming
e�ect in Earth's atmosphere and has raised average global temperatures by more

than 1 ◦C since the beginning of the industrial revolution at the time of this writing.
Eliminating the greenhouse gas emissions of the power grid is an indispensable element of
climate change mitigation. However, a power grid based on renewable generators di�ers
in fundamental ways from the traditional power grid based on synchronous generators.
It is the purpose of this introductory chapter to provide an overview of this transition
and to contrast the past and the future. The challenges of this transition provide the
basic motivation for the rest of this thesis.

1.1. Traditional Power Grid Control

The classical power grid was based on synchronous generators largely connected to the
high-voltage grid and loads being connected to medium- and low-voltage grids. Power
�owed uniformly from the generators in the transmission grid downwards to medium- and
low-voltage grids. For the most part, industrial loads were connected to both medium-
and low-voltage distribution grids whereas residential loads were, and are, connected to
the low-voltage grids. The traditional grid is shown in �gure 1.1.
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Figure 1.1: Traditional Power Grid

The load in the power grid is subject to constant change. To maintain acceptable system
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behavior, grid operators use a variety of control mechanisms. An extensive overview is
given in [Kundur 1994] and [Schwab 2012]. The fundamental requirements are:

1. Acceptable voltages. The voltages everywhere in the grid must be within the
regulation band, such as 230V ± 10% at the lowest voltage level. The relevant
norm within Germany is DIN EN 50160.

2. Stable frequency. In alternating current grids, the frequency must be kept within
the regulation band. In Europe, as de�ned by the ENTSO-E Network Code,
control action begins at 50Hz±0.02Hz. Within the 0.02Hz deadband, the balance
of generation and consumption is maintained using the inertia of synchronous
generators.

3. Respecting technical limits. Lines, cables, substations and other physical grid
elements must obey current, power, and thermal limits.

Voltage control in AC grids is accomplished using reactive power and the variable turn
ratios of on-load tap-changing (OLTC) transformers. Reactive power for the purpose of
voltage control can come from a variety of sources, such as generators or phase shifters
[Schwab 2012].
Frequency control in traditional AC grids is tied to active power balance due to the
rotating energy of large synchronous generators. An imbalance in the active power
balance results in an imbalance of the mechanical and electrical torque at the generator
and either slows down or speeds up the generators, directly changing the frequency.
This results in a global, coupled control problem of active power balance and frequency
control and the easily measured frequency control error can be used as a proxy for active
power balance. Active power generation is then used to reduce the frequency control
error [Schwab 2012].
In traditional power grids, since little-to-no generation is located in lower voltage levels
and distribution grids can be appropriately sized to prevent voltage violations, down-
stream grids are generally represented in models as simpli�ed, large loads varying over
time and power �ows to these loads from the generators through the transmission grid.
Operating points are periodically calculated for the dispatchable generation units in the
high-voltage grid and continuous controllers shift the operating point of the generators
to maintain local voltage and frequency. Traditional power grid control therefore only
takes place in the transmission grid. There are di�erent control mechanisms and each
control mechanism acts on di�erent time scales:

1. Primary and secondary control target frequency and active power balance using
large, synchronous generators spread out through the transmission grid. It is
a global control problem in the sense that the same frequency control error is
observed by all controllers. As de�ned in the ENTSO-E Load-Frequency Control
Code:

(a) Primary control acts on millisecond-to-second timescales using proportional
control by all generators that observe the control error.
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(b) Secondary control acts more slowly using integral control on second-to-minute
timescales by the control area responsible.

2. Voltage control targets local voltages using reactive power generation or consump-
tion and acts on millisecond-to-second timescales. It is a local control problem in
the sense that the power plant controls the voltage at its bus in the transmission
grid and by extension in some limited geographical area around it.

3. At longer timescales, these continuous controllers are supplanted by optimization-
based, discontinuous methods that include economic and long-term grid resilience
constraints in addition to voltage control and power balancing. These methods
output new operating points to the synchronous generators on minute-to-day
timescales. This control mechanism overlaps with tertiary control to make suf-
�cient generation capacity available for control action and with time control to
maintain the usability of the power grid frequency for time keeping.

1.2. Transition to Renewable Generation

In a power grid based on renewable energy generators such as wind and solar power,
much of the generation migrates to the medium- and low-voltage grids. Renewable gen-
erators also exist in much greater number because of their smaller capacity individually
compared to traditional generators. In such a grid, power no longer �ows uniformly from
the transmission grid down to the lower-voltage grids but instead might �ow back up into
the transmission grid towards areas of the grid elsewhere if there is more local generation
than consumption. Renewable generators are also subject to constant and sometimes
rapid changes in generation capacity as weather conditions change. This represents a
constant �uctuation in the control authority of the generators, that being the limits of
their capacity to a�ect the system and the desirability of the dynamic properties of the
control action1.
The power grid after transition to wind and solar power is shown in �gure 1.2. These
di�erences have been noted for some time [Schwab 2012, p. 556][Jenkins et al. 2010] and
a number of di�culties are associated with this transition:

1. Increased computational complexity. The traditional grid had positive side e�ects
for the simpli�ed modeling of the grid: since downstream grids contained no gen-
eration, they could be approximated as large loads [Karlsson et al. 1994]. Such
simpli�cations are not possible in a grid where most of the generation capacity
and control authority is located in downstream grids.

2. Increased dynamic and control complexity. The control variables of the grid are pri-
marily its generators, and the classical generators were limited in number, had large

1This terminology is widespread in control systems engineering, but particularly so in aircraft �ight

control where aerodynamic nonlinearity can mean that control surfaces lose their ability to meaningfully

a�ect the behavior of the aircraft, for example at excessively low air speed or high angle of attack. Cf.

[Stevens et al. 2015].
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Figure 1.2: Future Power Grid

control authority over the grid, and comparatively benign and well-understood dy-
namic behavior. This is replaced with a larger number of smaller, dispersed gen-
erators, �exible loads, and storages whose capacity and control authority change
dramatically and sometimes rapidly over time and whose dynamic behavior varies
substantially. The much higher density of distributed generator controllers inside
the grid also leads to stronger inter-area oscillations between controllers [Singh
et al. 2014; Weber et al. 2016; You et al. 2017].

Due to these challenges, it is not expected that the power grid can accept the replacement
of a large share of total power generation with distributed generators without changes to
its operation and control [Jenkins et al. 2010; Stoustrup 2019]. One approach to tackle
these challenges is based on the concept of a cellular power grid [Zellulares Energiesystem
2019]. In this concept, the grid is subdivided into cellular subsystems which are each
under some manner of control that seeks to contribute to local stability. The interaction
of these controlled subdivisions is then further controlled in some other way and as a
network of cells, this is expected to contribute to overall grid stability because of the
decentralization of the burden of complexity. The concept of the cellular power grid
encompasses a fairly wide array of approaches of di�erent capabilities. The concept
explored in this work is the Smart Power Cell (SPC).

1.3. The Smart Power Cell Concept

The principle underpinning the Smart Power Cell (SPC) is one of controlled bundling and
aggregate modeling [Mayorga Gonzalez 2021]. Since many di�culties associated with the
transition to distributed and renewable energy resources are related to computational
complexity, it makes sense to decentralize the problem as much as possible.
SPCs are intended to

1. be a bundling of geographically close grid elements (as opposed to virtual power
plants, which are not necessarily close),
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2. control the power generation and consumption inside,

3. provide an ability to support upstream networks or other power cells,

4. be in some way reducible to a lower-complexity model for simulation studies,

5. utilize innovative hybrid and multi-modal interfaces.2

Historically, model-order reductions and controller design were seen as not intrinsically
related subjects since, by and large, model-order reductions were made in the context
of control theory speci�cally to allow controller design in a more desirable form, such
as lower controller order or more e�cient validation on the system. This approach is
apparent in books such as [Dittmar 2017; Grüne et al. 2017]. Similarly, in the power
grid, controllers are designed at some point based on their own speci�cations, and then
at some later point, a simpli�ed model is designed for this or another part of the grid
that represents the local behavior at lower computational cost. Alternatively, the system
itself might be reduced in complexity to allow more manageable design of the controller.
Rather than seeing the proliferation of generators and their controllers as merely a chal-
lenge, it can be seen as an opportunity. The power grid based on renewable energy
requires a vast array of controllers to maintain bene�cial interactions between all its
controllable installations, such as generators, storages, �exible loads, etc. These con-
trollers can be designed from the ground up with a view towards eventually simpli�ed
modeling. After all, it is the closed-loop behavior which is relevant for the reduced model
of a controlled system, and the closed-loop behavior is subject to controller design by
engineers.
In �gure 1.3 is a conceptual illustration of two medium-voltage SPCs, interconnected
through the medium-voltage grid, the high-voltage grid, and an alternative energy car-
rier grid (like the gas or district heating grids). To the buses are connected a variety
of �exible loads (FL), storages (ST), distributed generators (DG), as well as traditional
loads (�lled triangles). The various controllers in the SPC maintain as much as possible
the internal stability of the SPC and, through the medium- and high-voltage intercon-
nections, support the operation of other SPCs.
Since the SPC is intended to aggregate some part of the medium- and low-voltage grids
and to make itself controllable as an element in the high-voltage grid, distribution system
operators (DSO) would be primarily responsible for the establishment and management
of the SPC and their role in the operation of the grid would increase. The interaction
between SPCs would occur primarily through the transmission grid, just as with the
interaction between large conventional power plants, and would be the prerogative of
transmission system operators (TSO) who would continue to be integral in balancing
the interests of di�erent SPCs.

2A hybrid network in this case is one which uses both AC and DC and multi-modal interfaces are

connections to other energy grids such as district heating and gas.
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Figure 1.3: Illustration of two SPCs, with Distributed Generators (DG), Flexible Loads
(FL), and Storages (ST)

1.4. State of the Art

Since the Smart Power Cell concept covers a wide array of topics from di�erent �elds,
such as power system modelling, model-order reduction, and control theory, only a
general overview of the state of the art will be given here and the focus will be on
comparable developments and trends. Separate sections covering the state of the art as
it is relevant to the chapter in question will be given in later chapters. Existing work
that contributed speci�cally to the Smart Power Cell will be covered in the research
questions as part of section 1.5 to o�er a more detailed comparison to this work.
One of the largest and most relevant research publications was the ELECTRA project
[Cabiati et al. 2018], which proposed a structure quite similar to an SPC interconnection
in the sense that it included local, controlled cells which were dispatched to interact
with each other in some way bene�cial to grid security. While this project proposed
far-reaching concepts and capabilities, it did not produce concrete technical solutions
to many of its open questions. For example, in [MacDougall et al. 2016], one of the



Chapter 1: Introduction 7

project's research papers, a control algorithm was de�ned using black-box optimization
to maintain power balance in a subsection of the grid, but it had no real capability to
in�uence interconnections with other parts of the grid in a controlled fashion and it was
not a continuous algorithm to begin with and mainly covered market optimization.
Another cellular approach with very similar design features compared to the Smart Power
Cell concept was presented in [Kroposki et al. 2020]. It highlighted many of the same
challenges that the SPC faces, namely real-time control, asynchronous measurement and
control, robustness, and issues with scalability and computational complexity. A hier-
archy similar to the one presented in this work was shown which aggregated sections of
the grid into cells and supercells and controlled the active and reactive power �ow at the
interconnections of the cells. Shortcomings of the program include the rigid formalism of
the concept and its very high computational cost at runtime: simpli�cations were made
to allow Optimal Power Flow-like algorithms to run rapidly, but no consideration was
given to the possibilities o�ered by continuous control. The concept therefore requires
large computational resources to administer the cells and their controllers only react on
a timescale of a minute or so, which is still too slow to control the cell adequately at
faster timescales. In some ways, the concept can be considered a special case of Smart
Power Cell.
Recent review and concept publications addressing cellular power grids such as [Wa�en-
schmidt 2022; Wa�enschmidt et al. 2020] have also stopped short of covering any speci�c
research developments related to cellular grids due to a general dearth of solid results.
While there is substantial agreement on the potential of cellular grids, research and de-
velopment is characterized by a relative abundance of concept publications compared to
developmental ones and there is poor agreement on the exact structure, requirement,
and features of cellular power grids. This can be illustrated using existing research
concerning Active Distribution Networks (ADNs). ADNs are a broad category of distri-
bution network hosting some degree of control and autonomous operation. Since cellular
grids will largely be constructed out of what are now the distribution grids, cellular grids
are by de�nition a type of ADN. This broader �eld of research has produced a bewil-
dering array of publications in recent years which range from very limited control such
as the electric vehicle charging station voltage control in [Zaferanlouei et al. 2022] to
more capable controllers such as the grid-connected frequency control and islanded load
balancing in [Karagiannopoulos et al. 2020] and the day-ahead optimization of [Usman
et al. 2023]. As a very brief summary, there are certain broad categories of power grid
controller development for distributed generation that have a solid development basis:

1. Optimization-based methods for ADNs such as [Blasi et al. 2021; Karthikeyan
et al. 2019; Karagiannopoulos et al. 2020; Usman et al. 2023]. These generally
provide voltage control in the ADN and some of them also provide ancillary ser-
vices to the transmission grid. Due to the iterative nature of the optimization
and the setpoint-style, not continuous output, these algorithms generally run on
minutes-to-days timescales and are suitable for all grid sizes provided they each
run on an appropriately sized subsection or cell (in a national grid, such algorithms
would dispatch entire ADNs and not individual generators). These methods can be
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viewed as extensions and adaptations of the optimization-based algorithms used in
traditional power grid control and various improvements have been made to allow
running them at somewhat shorter timescales.

2. Droop control for Distributed Generators (DG) such as [Meng et al. 2019; X. Li
et al. 2019] imitates the relationship between frequency and active power found
in traditional generators. This improves the interaction of traditional generators
with renewable generators, but does not solve many other issues. Such control
algorithms act on millisecond-to-second timescale and can broadly be included
in the subject of primary and secondary control since they do not provide local
voltage control, only wide-area frequency control, on short timescales.

3. Voltage control for distributed generation such as [C. Zhang et al. 2023; Nguyen
et al. 2021; Othman et al. 2020]. These are true controllers and provide volt-
age control for some collection of distributed generators, but they lack the other
capabilities that the SPC requires of its generation, namely the support for up-
stream networks or other power cells, nor are they easily reducible for modeling
and control.

4. Traditional controllers for synchronous generators in the transmission grid, inas-
much as synchronous generators are still present. These behave largely the same
as they have in the past, but due to their smaller number and reduced control
authority as a whole, their ability to provide voltage control in the transmission
grid alone is questionable.

Some of the control schemes described above approach the capabilities required for the
controllers of the Smart Power Cell, but the lack of a coherent concept across voltage
levels and timescales into which these developments �t makes them largely unusable
for the SPC. Nevertheless, where appropriate, these and similar developments will be
covered in the various later chapters describing elements of the SPC. As mentioned
previously, a more expansive view of the state of the art is provided individually in
chapters 3 to 6.
Much of this work builds on the foundation in [Mayorga Gonzalez 2021] where the
Smart Power Cell concept was introduced and algorithms developed for a basic level
of functionality including SPC controllers, the determination of SPC �exibility regions,
and a cross-voltage-level transmission grid model to study their interaction. Due to the
direct relationship between these two works, di�erences and further developments will
be highlighted in more detail in the next section.

1.5. Research Questions

From the gaps in the state of the art as described in the previous section arise the
following research questions:



Chapter 1: Introduction 9

1. How should the generators, loads, storages, multimodal interfaces, etc in the SPC
be modeled and controlled to follow desired generation pro�les and to reduce their
complexity?

2. How should the SPC be controlled to maintain local stability and to be able to
contribute to the stability of other SPCs?

3. What are some of the consequences and possible remedies of a drastic increase in
controller density?

4. How should the SPC model be reduced in complexity to make an interconnection
computationally feasible?

5. How should an interconnection of SPCs be controlled to generate appropriate ref-
erence functions for SPCs to follow?

Speci�cally, �local stability� in the SPC will mean acceptable voltages at all buses. The
contribution of the SPC to the operation of other SPCs and the transmission grid will
be the ability of the SPC to track reference signals for the active and reactive power
�ows at the interconnection with the transmission grid and/or interconnections through
the medium-voltage grid.
In [Mayorga Gonzalez 2021] the existing material especially regarding the SPC controller
is signi�cant, but several opportunities for further development exist:

1. Distributed generators (possibly aggregated DGs) in the medium-voltage Smart
Power Cell are assumed to have �rst-order transfer behavior without proof. It
should be shown why this is reasonable, if it is indeed, and to provide proof or
algorithms that make it possible.

2. SPCs contribute to the stability of each other by tracking power �ow reference
signals at their interconnections. Before this thesis, they were not able to track
reference signals for more than a single interconnection in total with the transmis-
sion grid and other Smart Power Cells. Existing controllers should be replaced with
controllers capable of tracking reference signals for more than one interconnection
out of the SPC.

3. Voltage control for the SPC is performed by freezing the controllers of all generators
in the Smart Power Cell if a voltage violation is detected at any bus and awaiting
a response by the OLTC (on-load, tap-changing) step transformer to move the
voltage pro�le away from the violation. This carries substantial risks:

(a) The voltage violation might be far away from the transformer and voltage
gradients in the Smart Power Cell could be steep enough to freeze controllers
but not provoke a response by the OLTC step transformer since the OLTC
merely observes the voltage at the medium-voltage side and does not com-
municate with the SPC controller. This would freeze the Smart Power Cell
until random changes in the loads or a loss of generation capacity changes
the voltage pro�le.
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(b) Voltage violations might even be exacerbated if the controllers are frozen and
a variation in the loads or a stochastic variation of generation capacity causes
a development in the direction of the violation (such as a reduction in load
during overvoltages).

(c) Eventually this would be cleared by the OLTC, but at what point the OLTC
is able to detect these violations at the medium-voltage side depends on the
voltage pro�le at the time and the voltage violation may or may not reach
critical levels.

This voltage controller should therefore be replaced with a continuous voltage
controller which does not freeze.

4. An interconnection model of Smart Power Cells was investigated without the in-
terconnection reference signals being based on speci�c control or dispatch algo-
rithms, but merely chosen by the operator without any technical signi�cance to
demonstrate the fundamental interoperability of the SPC. Controllers should be
developed for the transmission grid-level interaction of the SPCs. Furthermore,
the model of the interconnection should not use synchronous generators, which
are slowly being decommissioned.

5. The simulation of interconnected Smart Power Cells was excessively slow due to the
size of the model. Su�ciently sophisticated internal control of the Smart Power
Cell should make development of a reduced-order model possible to o�er large
computational savings.

These opportunities for further development provide the basis for much of the work in
this document.

1.6. Contributions

The work presented here intends to �ll these gaps and combine it with existing work to
have a complete control framework for the SPC across di�erent voltage levels, including
the transmission grid. This thesis will also strive to make complexity reduction and
model simpli�cations a central part of the development. Speci�cally, the modeling and
control framework includes:

1. Controllers and aggregated modeling for individual generators, �exible loads, stor-
ages, etc. This is accomplished using transfer function considerations for the
various controllable installations connected to the medium-voltage grid, the ag-
gregation of energetic �exibility, and the solution of a constrained optimization
problem to generate appropriate setpoints. This presents the various controllable
installations connected to a medium-voltage bus inside the SPC as a single, aggre-
gated installation to the SPC controller. Time domain simulations demonstrate
the e�ectiveness of the approach.
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2. Controllers and reduced modeling for the Smart Power Cell. The new controllers
for the SPC are able to respond to multiple interconnections and provide continu-
ous, dynamic voltage control inside the SPC. They also feature advanced methods
to suppress controller oscillations, which is demonstrated in time domain simula-
tions. A reduced SPC model is generated using metaheuristic optimization of a
grey-box model structure and is validated using time domain simulations.

3. Controllers for an interconnection of Smart Power Cells. The developed controllers
generate reference signals for the interconnections between the di�erent SPCs and
the transmission grid to maintain acceptable voltages at all buses in the transmis-
sion grid in response to a severe disturbance of generation capacity. The reduced
models of the SPC allow simulation in the time domain of such an interconnection
in reasonable time and the controllers swiftly return the system to the voltage
deadband without undue oscillations.

More generally, the control and modeling framework developed in this work is consciously
designed to be modular and adaptable and to not rely on speci�c algorithms in each
layer of the control architecture. It should be possible to replace parts of the architecture
without inherently making other elements of it non-functional. Various alternatives to
the controllers and reduced models used in this thesis will be discussed in later chapters
and some of the mathematical explorations are not directly necessary for the speci�c
controllers described in this thesis, but are conceivably necessary for other controllers.
This will be noted as such.

1.7. Structure of this Thesis

Due to the very di�erent topics covered by this thesis, the state of the art is split
between the introduction and the various chapters to allow a granular coverage of existing
developments. Each of the main chapters will contain their own, separate state of the
art. The author's publications correspond broadly to the main chapters in this thesis
and both text elements and �gures have been adapted from those sources.

1. Chapter 1 contains this introduction.

2. Chapter 2 contains another introductory chapter which describes the proposed
controller structure in its entirety in broad strokes so that the relationship between
the controllers in the di�erent chapters is more transparent.

3. Chapter 3 covers the controllers and the simpli�ed modeling of distributed gen-
erators, �exible loads, storages, etc, connected to a single bus inside the SPC
and is based on the transfer function considerations and constrained optimization
developed in [Hinners, S. F. Contreras, et al. 2022].

4. Chapter 4 covers the internal control of Smart Power Cells based on a combi-
nation of multi-variable control, linear-parameter varying control and fractional
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control for interconnection power �ow and internal voltage pro�le and is based on
[Hinners, Mayorga Gonzalez, Myrzik, and Rehtanz 2019], with some more recent
improvements to the control function.

5. Chapter 5 covers the model order reduction based on metaheuristic optimization
of a grey-box model structure and validation based on a reference signal sweep
of Smart Power Cells for wide-area simulation and is based on [Hinners, Mayorga
Gonzalez, and Myrzik 2019a] and [Hinners and Myrzik 2021].

6. Chapter 6 covers the controllers for the interconnection of Smart Power Cells based
on deadband integral voltage control and their response to severe disturbances of
generation capacity and is based on [Hinners, S. F. Contreras, et al. 2023].

7. Chapter 7 contains the conclusions and an outlook.

8. Appendix chapters A through C contain explorations and explanations of various
concepts related to control and mathematical modeling which were omitted in the
interest of brevity in the main body of the thesis.
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Controller Structure

T
his chapter will give an overview of the control structure covered in more detail in
the main chapters of this thesis. No speci�c algorithms for parameter synthesis will

be explored, but some general mathematical relationships will be established to help the
reader understand the interaction between controllers later in this thesis and the signals
they exchange. In particular, this chapter will establish the hierarchical nature of the
control architecture and its similarities and di�erences to cascade control.
The output of a controller can generate reference signals for other controllers. If the
output of one controller is transmitted as a reference signal to exactly one controller, this
is called cascade control. For example, this is widely employed for the control of electrical
drives. There, the motor speed controller generates a current control reference signal and
the current controller controls the motor. In a servo drive, a position controller outputs
the reference motor speed, and the motor speed controller outputs the reference motor
current, and so on. These controllers are generally SISO (single-input, single-output)
and the rule of thumb is that lower-level controllers should react faster than higher-level
ones to prevent oscillations. Notably, di�erent controllers in a cascade control loop target
measurements of di�erent units � in the previous example of a servo drive, the position
controller, the motor speed controller, and the current controller all target evidently
di�erent units of measurement.

2.1. Hierarchical Control

If one controller generates several reference signals for di�erent lower-level controllers,
this is called hierarchical control. An illustration is given in �gure 2.1. Such a hierar-
chical structure arises somewhat naturally from any attempt to bundle the power grid's
complexity using controllers � di�erent locations or regions are controlled in di�erent
ways and their interaction must in turn be controlled by some other set of controllers,
which then are controlled in some other way until a su�ciently high level of control and
abstraction is reached that doesn't require an additional layer of control.
Hierarchical control is in many ways more general and complex than cascade control.
Since higher-level controllers output reference signals for more than one controller, they
might be MIMO (multiple-input, multiple-output). Due to potentially di�erent dynamic
properties of lower-level controllers, it can be di�cult to guarantee that a lower level
controller reacts faster than a higher-level one. In any case, di�erent controllers might
oscillate against each other if they target the same output variable or their output
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variables are coupled, so oscillations are a recurring challenge in hierarchical control.
These interactions are not ordinarily present in a cascade control loop.
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Mid-Level Controller

Reference
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Low-Level Controller

Reference

Low-Level Controller

Reference

Figure 2.1: Hierarchical Control

2.2. Control Structure for the SPC

As explained in chapter 1, many challenges associated with the Smart Power Cell (SPC)
are related to computational complexity and decentralizing the problem is attractive.
The SPC concept also inherently tends towards a hierarchical control structure of some
sort since the Smart Power Cell contains controllers by de�nition and so do any dis-
tributed generators connected to it. The Smart Power Cell would also not replace
transmission grid operators (TSOs), so they would also still maintain some fashion of
control. A hierarchical control structure naturally arises from this scenario and it is
the intent of this work to provide a systematic framework as well as research into all
constituent parts. Four di�erent controller types will be included in the hierarchy:

1. A TSO-level controller. The output of this controller are reference signals to the
SPCs for their active and reactive power �ows at the interconnections to stabilize
the high-voltage side voltages.

2. An SPC-level controller. It tracks the reference signals of the TSO-level controller
and outputs reference signals to the buses inside the SPC. It also maintains the
SPC's voltage levels using these output signals.

3. A bus-level controller. It follows the reference signals of the SPC-level controller
and outputs reference signals to the device-level controllers.

4. A device-level controller. Devices are any grid installation controllable for active
or reactive power �ow generation or consumption, such as generators, storages,
�exible loads, multimodal interfaces, etc.
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Figure 2.2: Location of Controller Architecture in an Example Grid with Distributed
Generators (DG), Flexible Loads (FL), and Storages (ST), Structure Based on [Strunz
et al. 2014]

An illustration of the location of the three highest levels of controllers inside the grid
is given in bold in �gure 2.2. The device controllers would be located at the various
devices connected to the buses, but are omitted in the interest of compactness.
The interaction of a controller with its superior controller is mutual. It receives a ref-
erence signal which it is expected to track from the upper-level controller, but it also
sends a status report signal back up towards it. What exactly this status report consists
of depends on the requirements of the upper-level controller. The di�erent chapters in
this work will go into more detail what signals a controller requires from its subordinate
controllers, but examples of what the subordinate controller might send upwards are:

1. The �exibility region of whatever the controller governs.

2. Dynamic parameters representing the behavior of whatever the controller governs.

3. The voltage at the local bus.
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This signal �ow between the controllers is shown in �gure 2.3 as a block diagram without
the feedback loop. The �other data� sent to the controllers could be local measurement
data or data reported upwards by lower-level controllers.

TSO ControllerTSO Controller

+++ SPC Controller Bus Controller Device Controller
Power Flow
Reference
r⃗T→S,is

TSO Dispatch

Other Data

Power Flow
Reference
r⃗S→B,ib

Other Data

Power Flow
Reference r⃗id

Other Data

Power Gener-
ation or Con-
sumption

Figure 2.3: Controller Hierarchy Overview

Another schematic of the controller architecture is given in �gure 2.4 using the abstract
and simpli�ed signal �ow. Each controller outputs a reference signals to the controllers
directly below it in the hierarchy (just as in �gure 2.1) and receives from all of them a
collection of status signals.

TSO Controller

SPC Controller

Bus Controller

Device Controller

Flexibility Region,
Simulation Parameters,
Local Voltage

Power Flow Reference
Signal

Figure 2.4: Signal Flow

The structure of this thesis is such that topics will be covered increasing in scale and
complexity. Device modelling and control will be discussed together with the bus con-
troller �rst in chapter 3 and their simpli�ed dynamics described. With this known, their
simpli�ed dynamics are integrated into the SPC controller in chapter 4, and its dynamics
discussed. A simpli�ed model for the SPC is then derived in chapter 5 that can be used
to investigate the TSO controller in chapter 6.
This work will refer to a signal as a �reference signal� if it is the input for any controller,
not necessarily just the one being discussed in that chapter. This is done to avoid
confusion between chapters when a signal that is a control output in one chapter is
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a reference signal in a di�erent chapter for a di�erent controller. A controller will be
described to receive a reference signal in the classical sense, but also to generate, output
or send a reference signal, which would otherwise be called a control output as long as
this output is a reference signal for a di�erent controller. An overview of these reference
signals is given below, but also in Symbols and Abbreviations.

⃗̄rT→S Apparent Power Reference Signal from TSO to SPC Controllers
⃗̄rS→B Apparent Power Reference Signal from SPC to Bus Controllers
r⃗ Apparent Power Reference Signal from Bus to Device Controller

These signals can be split into their active power and reactive power parts, and according
to the lower-level controller to which they are transmitted. Since the i-th row is trans-
mitted to lower-level controllers, the signal becomes a row vector. For the TSO-to-SPC
signal this means that

⃗̄rT→S = r⃗T→S,P + j · r⃗T→S,Q =

⎡⎢⎢⎢⎣
rT→S,P,1 + j · rT→S,Q,1

rT→S,P,2 + j · rT→S,Q,2

...
rT→S,P,ns + j · rT→S,Q,ns

⎤⎥⎥⎥⎦
...

}⇒ To SPC 2
...
...

(2.1)

⇒ r⃗T→S,is = rT→S,P,is + j · rT→S,Q,is , (2.2)

where is is the is-th SPC controlled by the TSO for ns controlled SPCs by the TSO. For
the SPC-to-bus signal this means that

⃗̄rS→B = r⃗S→B,P + j · r⃗S→B,Q =

⎡⎢⎢⎢⎣
rS→B,P,1 + j · rS→B,Q,1

rS→B,P,2 + j · rS→B,Q,2

...
rS→B,P,nb

+ j · rS→B,Q,nb

⎤⎥⎥⎥⎦ (2.3)

⇒ r⃗S→B,ib = rS→B,P,ib + j · rS→B,Q,ib , (2.4)

where ib is the ib-th bus controlled by the SPC (a generic, single SPC being discussed
at the time) for nb controlled buses by the SPC. The bus-to-device controller is ex-
pressed somewhat di�erently since the algorithm calculates the rows independently (for
nd controlled devices):

r⃗1 = r1,P + j · r1,Q
r⃗2 = r2,P + j · r2,Q

...

r⃗nd
= rnd,P + j · rnd,Q

(2.5)
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This chapter gave a broad overview of the control hierarchy introduced in this thesis
and introduced the signal �ow between controllers, albeit without details regarding the
algorithms used by the controllers or the algorithms used to generate them. The math-
ematical formulation for the reference signals used by the controllers was given and is
consistent with later descriptions.
In the following chapters, these controllers and their related model-order reductions are
described. The next chapter will explore the bus controller �rst.
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Bus Controller

T
he previous chapter described the controller structure in general terms. In
this chapter and the following chapters, the elements of the controller structure will

be described increasing in scale. The simplest controllable element of the future power
grid (for the purposes of this thesis) is a single distributed generator, storage, �exible
load, multi-modal interface, or some other kind of controllable installation capable of
generating or absorbing electric power. Together all of these possible installations will
be referred to as distributed devices. Their modeling and control has important reper-
cussions for the rest of the grid since it is their dynamic behavior that forms the basis
of the control response observed in the wide-area grid. In the renewable, decentralized
power grid of the future, various combinations of these devices would be connected to
the buses in the low- and medium-voltage grids, and if these devices are not standardized
in terms of their controlled behavior, the collective dynamic behavior arising from them
at the bus would be quite rich and di�cult to generalize or simplify at higher levels of
abstraction. It is therefore desirable to control the variety of devices connected to a bus
in such a way as to generate behavior simple enough to make it possible to represent
buses in some simpli�ed way, for example as single, large installations of various �exi-
bility regions with somewhat di�erent dynamic properties. A bus controller with these
design goals is the subject of this chapter.
The location of the bus controller inside the controller hierarchy with the current chapter
in bold is given in �gure 3.1. The various distributed devices connected to the medium-
voltage bus are shown together with their bus controller and the signals sent and received
by the bus controller. An example schematic of the bus controller inside the grid and
with the rest of its proposed control architecture is given in �gure 3.2.

TSO ControllerTSO Controller

+++ SPC Controller Bus Controller Device Controller
Power Flow
Reference
r⃗T→S,is

TSO Dispatch

Other Data

Power Flow
Reference
r⃗S→B,ib

Other Data

Power Flow
Reference r⃗id

Other Data

Power Gener-
ation or Con-
sumption

Figure 3.1: Controller Hierarchy Overview (Current Chapter in Bold)
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Figure 3.2: Location of Bus Controllers in an Example Grid with Distributed Generators
(DG), Flexible Loads (FL), and Storages (ST), Structure Based on [Strunz et al. 2014]

3.1. Design Goals of Bus Controller

The design goal of this level of the controller architecture � the bus controller � is the
following:

1. Aggregating all controllable generators, storages, multi-modal interfaces and loads
connected to a single low- or medium-voltage bus and making them controllable
as a single, virtual device.

2. Aggregating the �exibility regions of these devices.

3. Designing a controller for the aggregated, virtual device which results in simple
dynamic behavior. This simpli�es modeling and control at higher levels of abstrac-
tion in the control architecture of the SPC and the wide-area grid.

The concept of the aggregation is illustrated in �gure 3.3.
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The terminology here of �a single bus� is obviously somewhat open to interpretation.
Conceptually, the intent is that the aggregated devices are so closely located that di�er-
ences in voltage between the devices even at di�erent operating points are insigni�cant.
Voltage limits can then be ignored for the controller design in this chapter. Instead,
voltage control for the single bus to which the aggregated device is connected is handled
by the next higher-level controller in the distribution grid as part of the Smart Power
Cell control problem in chapter 4 using the speci�c reference signals sent by the SPC
controller to the bus controller.

...

Aggregation

P/Q Power FlowLV or MV Bus

Various Distributed Devices
(Generators, Storages, Flexible Loads, ...)

Virtual Aggregated Device

Rest of LV or MV Grid

Figure 3.3: Aggregation of Distributed Devices

3.2. State of the Art

Designing a bus controller with the stated intention of reducing the dynamic complexity
of connected devices is an unusual and novel approach. For example, publications such
as [Ghosh et al. 2016] and [Y. Li et al. 2019] are concerned with using wind farms for the
provision of ancillary services, but they do not include complexity reduction as one of the
goals of the controller design. This leads to a complex dynamic control response which
can make the grid di�cult to operate at high levels of renewable energy generation.
Three speci�c computational challenges exist for the bus controller that result from the
design goals above:

1. the aggregation of the �exibility regions (it is assumed the individual �exibility
regions are known at all times to the connected devices and communicated to the
bus controller),

2. the calculation of appropriate and feasible reference signals for each device con-
nected to the bus which yield desired sum power generation or consumption and
the desired dynamic behavior from the aggregated virtual device,

3. and aggregation of the dynamic behavior of the devices for simulation by controllers
further up in the hierarchy which may rely on a dynamic mathematical model of
the bus behavior.
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The aggregation of the �exibility regions of di�erent devices is reasonably well-explored:
the aggregation of energetic �exibility in the broadest sense is a Minkowski sum of vector
spaces. This description can be found, for example, in [Müller et al. 2015]. This allows
assigning the bus feasible reference values for the active and reactive power generation
or consumption without having to represent the �exibility regions of individual devices
at higher levels of the power grid control structure.
The calculation of such appropriate reference signals transmitted to each device that
yield requested sum power �ows is a control problem of distributed devices which seeks
to calculate desired power generation or consumption levels for each controllable de-
vice in such a way that control goals for the grid are ful�lled. Recent years have given
rise to a very large and colorful variety of such controllers. The closest mathematical
relatives are the various classes of microgrid control such as linear-quadratic Gaussian
control in [Ouammi et al. 2015], or in [Y. Zhang et al. 2013] using decomposition and
subgradient methods for optimization of the device allocation. However, these controller
only optimized for traditional economic goals. Distributed model-predictive control was
used by [Yi et al. 2021] using a neurodynamic communication framework for frequency
control and similar distributed optimization was used in [Cady et al. 2015] and also in
[Chen et al. 2015] including both technical constraints and economic objectives. Simi-
lar allocation problems can also be found in research concerning virtual power plants,
starting with classic research papers such as [Strbac 2007; Giuntoli et al. 2013] and later
improvements such as [Kardakos et al. 2016]. However, these works introduced virtual
power plants as a static aggregation which sought to optimize the economic performance
in the energy market and did not cover their dynamic behavior. Even dynamic virtual
power plant controllers that did react to grid conditions such as [Muuÿ et al. 2015] did
so on long (i.e. non-dynamic, on the order of minutes or hours) timescales. In short,
while there is a large variety of di�erent approaches related to control and optimization
with a view on economic objectives, the complex dynamic e�ects this has on the grid
are not studied nor are these e�ects a part of the controller design. A controller that
ful�lls these objectives while also reducing dynamic complexity has not been developed.
Classical load model aggregation is unsuitable for the device aggregation described here
because of the bidirectionality of their power �ows and the much greater complexity in
behavior that results from this. In contrast, some e�orts have been made to aggregate
variable-frequency drives (VFDs) using generic models in [Mitra et al. 2020] and of
active distribution networks using machine learning in [Kontis et al. 2019]. However,
both approaches are severely limited because they either only cover a class of VFDs or
investigate the steady-state response after a voltage drop.
All these approaches regard aggregation and control as essentially decoupled tasks: �rst
a controller is designed and then, completely independently and generally in a di�erent
publication by di�erent authors, an attempt is made to provide a reduced-complexity
model. This approach misses an opportunity that will be explored here: the controlled
behavior of a controllable device or an aggregation of devices is a result of the controller
design and not random. By designing a controller speci�c to the requirements of aggre-
gation as well as operation, it is possible to generate closed-loop behavior that inherently
results in a desired aggregation. This is the approach chosen in this chapter.
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3.3. Aggregated Flexibility Region

The �exibility region B of a distributed device connected to the power grid is a vector
space in the complex plane, the active power generation or consumption being along the
real axis and the reactive power generation or consumption being along the imaginary
one. The possible shapes of such a vector space generally fall into one of a few categories;
for example, the �exibility of a generator is roughly a �lled semicircle bounded by a
maximum apparent power S and limited to ℜ(B) ≥ 0. A storage device has either a full
circle or a line along the real axis, depending on the device's power electronics and their
ability to provide reactive power. These vector spaces change over time as a storage
device is charged and discharged or environmental conditions change and generators can
provide more or less power. For example, a storage device at full charge resembles a
generator in that it cannot absorb any active power and its �exibility region is reduced
to a semicircle. The exact shape of the �exibility region of a device depends on the
device and the degree of faithful modeling, but examples can be found, for example, in
[Riaz et al. 2019] and [D. A. Contreras et al. 2019].
The aggregation of �exibility regions represented by vector spaces B1 and B2 is the
Minkowski sum B1 ⊕ B2 [Müller et al. 2015]. For computational reasons, vector spaces
with smooth hulls such as those bounded by a constant apparent power S are usually
represented as polytopes, just like those with non-smooth hulls. This approximation is
easily computed using sampling. The Minkowsi sum is commutative and therefore the
sequence of addition is irrelevant. This implies that the aggregated �exibility region F of
a bus with nd connected devices, each with �exibility region Bid , is simply the sequence
of Minkowski sums:

F = ⊕
nd∑︂

id=1

Bid . (3.1)

Note that Bid does not have to be convex, though this somewhat simpli�es computation.
Minkowski sums of polygons such as the �exibility regions in this chapter are not di�cult
or expensive to compute. Convex Minkowski sums run in worst-case linear time O(m+

n) for polygons with {n,m} vertices and non-convex Minkowski sums run in worst-
case polynomial time O(n2m2). This extends to any number of polygons because the
Minkowski sum is commutative. For algorithms, see [Berg et al. 2008].
Since the Minkowski sum is dwarfed computationally by other computational challenges
in this chapter, the algorithm implemented is unoptimized and runs in polynomial time
(it is essentially the non-convex algorithm). The hulls of B are de�ned using polytopes
and all vectors of the polytopes are added to all vectors of the other polytope to construct
a new preliminary vector space Fpreliminary, as in:

Fpreliminary = b⃗1 + b⃗2, b1 ∈ B1, b2 ∈ B2,∀ b1, b2. (3.2)

The �nal �exibility region F is constructed from this using the convex hull algorithm
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Quickhull [Barber et al. 1996]. All the �exibility regions de�ned in this chapter are
convex and therefore this is permissible.
Non-controllable devices (such as traditional loads) can be included with controllable
devices: they become another part of the Minkowski sum and translate F by the complex
vector representing the non-controllable load at any point in time. This produces a minor
bene�t in that it further simpli�es modeling in the distribution grid, but it is not of great
consequence. A visualized description of Minkowski sums is given in appendix chapter
C.

3.4. Aggregated Dynamic Behavior

The closed loop of a distributed device controlled for power generation or consumption
generally observes �rst-order transfer function behavior (for simplicity here with unity
gain and for either active or reactive power individually):

Gid(s) =
1

Tid · s+ 1
. (3.3)

This observation results from the integral control used in many such generators, the
assumed linear independence of active and reactive power, and can be found, for example,
in [Keyhani et al. 2009; Mahmoud et al. 2015] and observed in [El-Sharkawi 2011].
Tid is time-invariant since it is based on the technical properties of the device and its
controllers, not on changing environmental conditions which a�ect the �exibility region.
More generally, if the open-loop power generation or consumption behavior of a dis-
tributed device follows any non-linear function

y = f(u), (3.4)

with y being either the active or reactive power, then choosing the controller

u = f−1(v),

v =
1

T

∫︂
e de

(3.5)

will lead to a closed-loop transfer function exhibiting �rst-order transfer function be-
havior with the control error e = r − y, where r is the reference signal of the active or
reactive power, depending on which is being analyzed:

y = f

(︃
f−1

(︃
1

T

∫︂
e de

)︃)︃
,

y =
1

T

∫︂
e de =

1

Ts
e = r

1

Ts+ 1
.

(3.6)
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In practice f−1(v) is generally not a causal function, but causal approximations still yield
closed-loop behavior which approximates a �rst-order transfer function. This implies
that distributed generators can always be designed to behave as �rst-order transfer
functions, though possibly at the cost of some dynamic performance.
At present, manufacturers are free to implement essentially whatever controller they
want in their devices, and this information is usually proprietary. System identi�cation
is often the only way of gathering information on the dynamic behavior of individual de-
vices. Since manufacturers are unlikely to relinquish knowledge on their DG controllers,
grid codes would have to be changed to force manufacturers to use controllers that result
in equation 3.3.
With the assumption that the device id can reasonably be characterized by the transfer
function in equation 3.3, the bus has the power transfer function, either active or reac-
tive and assuming they are perfectly decoupled, of the sum of these �rst-order transfer
functions:

y =

nd∑︂
id=1

RidGid(s)

=
R1(T2s+ 1) · · · (Tnd

s+ 1) + · · ·+Rnd
(T1s+ 1) · · · (Tnd−1s+ 1)

(T1s+ 1)(T2s+ 1) · · · (Tnd
s+ 1)

.

(3.7)

The second line derives from the �rst by making the denominator of all the transfer
functions the same. The denominator of this transfer function will not generate insta-
bility, over- or undershoot: it has nd all-negative, stable poles s = − 1

Tid

and m = nd − 1

zeros at s = − 1
0Tj

with nd connected devices. The gains Rid depend on the refer-
ence values assigned to the di�erent devices relative to the current output according to
Rid = rid − ycurr,id , which can be con�rmed using the steady state of s = 0.
However, this implies that the bus behavior is not necessarily measure-preserving under
all conditions. Recall from classical control theory that, for example,

y =r(0Ts+ 1)G(s)

=r(0T )sG(s) + rG(s),
(3.8)

meaning that a transfer function zero at − 1
0T

can be thought of as adding a derivative
of the transfer function without the zero. Su�ciently large values of 0T result in y

temporarily exceeding r, generating overshoot, while negative values of 0T can result in
undershoot. The transient nature of derivatives invariably makes this behavior tempo-
rary and does not a�ect the steady state s = 0 where the term vanishes, but transient
over- or undershoot could not be re�ected by a �rst-order approximation. However, a
�rst-order approximation for the bus would be ideal because it allows very inexpensive
simulation at larger scales. Behavior which isn't measure-preserving (i.e. it over- and
undershoots) is also more di�cult for higher-level controllers, since an over- or under-
shoot in the power generation or consumption might violate operational safety limits.
The bus controller should eliminate this behavior for these reasons.
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Ideally the bus as a whole would behave similar to another �rst-order transfer element so
that it can be approximated well as a �rst-order element. Since most of the undesirable
behavior in equation 3.7 comes from the numerator, an ideal form of the transfer function
for this bus would eliminate all the Laplace variables in the numerator and look like this:

y =

∑︁nd

id=1 Rid

(T1s+ 1)(T2s+ 1) · · · (Tnd
s+ 1)

. (3.9)

It would simply have the �nal gain of the transition in the numerator. A way must be
found to eliminate all the other coe�cients from the numerator. We can multiply out
equation 3.7 to arrive at the following equations:

y =
a1s

nd−1 + a2s
nd−2 + · · ·+ and−1s+

∑︁nd

id=1 Rid

(T1s+ 1)(T2s+ 1) · · · (Tnd
s+ 1)

,

y =

Factorization⏟ ⏞⏞ ⏟
a1s

nd−1 + a2s
nd−2 + · · ·+ and−1s+ 1−1 +

∑︁nd

id=1 Rid

(T1s+ 1)(T2s+ 1) · · · (Tns+ 1)
,

=
(h1s+ 1)(h2s+ 1) · · · (hms+ 1)− 1 +

∑︁nd

id=1 Rid

(T1s+ 1)(T2s+ 1) · · · (Tnd
s+ 1)

,

(3.10)

hj must be calculated using polynomial factorization (performed later using MATLAB's
numden. For more algorithms, see [Hachenberger et al. 2020]). Due to this, all hj depend
on all R and T :

hj = ffac(R1, R2, · · · , Rnd
, T1, T2, · · · , Tnd

). (3.11)

This might seem like a complex disadvantage, but it also means that the chosen reference
functions for the connected devices directly in�uence the observed dynamic behavior
through R. In most cases, there are an in�nite number of ways to achieve some desired
sum power �ow by assigning relatively more or less generation or consumption to the
various devices. An optimization algorithm could carefully choose appropriate R which
bring all hj to zero, which leads to the collapse of all factorized terms:

y =
(h1s+ 1)(h2s+ 1) · · · (hms+ 1)− 1 +

∑︁nd

id=1 Rid

(T1s+ 1)(T2s+ 1) · · · (Tnd
s+ 1)

,

y =

∑︁nd

i=1 Rid

(T1s+ 1)(T2s+ 1) · · · (Tnd
s+ 1)

, ⇐ ∀hj = 0.

(3.12)

How the optimization algorithm in the controller obtains such solutions for R will be
the topic of the next section. For now, it will be assumed that it is possible. A �rst-
order approximation GΣ of a sum of �rst-order transfer functions can then be calculated
using the sum-of-time-constants method (taken from [Kuhn 1995]) which weighs the
time constants according to their contribution to the response:



Chapter 3: Bus Controller 27

TΣ =

nd∑︂
id=1

Tid −
m∑︂
j=1

0Tj

=

∑︁nd

id=1 RidTid∑︁nd

id=1 Rid

RΣ =

nd∑︂
id=1

Rid

=⇒ GΣ =
RΣ

TΣ · s+ 1
.

(3.13)

This can be calculated from equation 3.10 or 3.7 by multiplying it out and factorizing
again if the form using 0Tj is used:

y =
a1s

nd−1 + a2s
nd−2 + · · ·+ and−1s+

∑︁nd

id=1 Rid

(T1s+ 1)(T2s+ 1) · · · (Tnd
s+ 1)

,

=
(0T1s+ 1)(0T2s+ 1) · · · (0Tms+ 1)

(T1s+ 1)(T2s+ 1) · · · (Tnd
s+ 1)

.

(3.14)

Otherwise it can be calculated more e�ciently using the controller output Rid and the
device constants Tid as in equation 3.13.
Note that the approximation in equation 3.13 is measure-preserving and has neither
undershoot nor overshoot (it is simply a �rst-order transfer function). The sum-of-time-
constants method has the rather useful property of yielding an approximation which has
the same integral absolute error in a step response as the original transfer function if the
original is also measure-preserving in the sense that it has no over- or undershoot. This
means that while a simulation of the aggregated bus (such as by the SPC controller or
some other entity) might not follow precisely the same dynamic dynamic behavior as
the distributed devices �in the wild,� the integral of the control error of the response is
the same. The approximation constants TΣ and RΣ can then be reported to the higher-
level SPC controller by the bus controller to allow very computationally inexpensive
simulation of the aggregate dynamic behavior of the bus. Since �rst-order transfer func-
tions have an analytic solution (that being the exponential decay function), numerical
simulations wouldn't be required either � the solution can be evaluated directly.
The next chapter will describe in more detail the controller which generates the signals
that minimize hj while following reference signals to maintain this �rst-order approxi-
mation of the bus.

3.5. Reference Signals

3.5.1 Reduced Complexity Control

The bus controller reports the aggregated �exibility region F of the bus to the SPC con-
troller, which calculates a reference apparent power generation or consumption r⃗S→B for
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the bus based on grid-wide considerations such as power balance and the local voltages
and sends r⃗S→B to the bus controller. The bus controller then has the obligation to cal-
culate individual reference signals r⃗id for the connected devices satisfying the constraints

r⃗S→B =

nd∑︂
id=1

r⃗id ∧ r⃗id ∈ Bid ∀ r⃗id . (3.15)

These constraints represent that the sum
∑︁n

i=1 r⃗id of the generation or consumption
of the di�erent devices must satisfy the requested generation or consumption r⃗ of the
higher-level controller and that each reference signal must come from inside the respective
device's �exibility region Bid . Despite these constraints, this problem generally does not
have a single unique solution when more than one device is connected and r⃗S→B is not
on the hull of F . This is good: it allows assigning reference signals to the various devices
subject to some kind of optimality. The coe�cients h as described in the previous chapter
need to be minimized to limit the complexity of the dynamic behavior of the bus and to
approach the approximation in equation 3.13. Therefore an objective function is added
to the controller which is to be minimized:

oh =
m∑︂
j=1

|hP,j|+
m∑︂
j=1

|hQ,j| , (3.16)

where hP are the calculated transfer function coe�cients along the real, active power axis
while hQ are the calculated transfer function coe�cients along the imaginary, reactive
power axis as de�ned in equation 3.12. Naturally it would be ideal if hj = 0 could be
guaranteed for all r, but solutions on the hull of the �exibility region can be unique
and may not guarantee this condition (see [Fukuda 2004] for a variety of uniqueness
and decomposition proofs). This is regrettable, but also unavoidable without shrinking
the �exibility region F . Such intentional shrinking will be explored in a later section.
Therefore the algorithm attempts to bring all the terms of hj to zero instead of including
it as an equality constraint that may not allow a solution.
This results in a non-linear optimization problem with both linear equality constraints
(r⃗S→B =

∑︁nd

id=1 r⃗id) and non-linear inequality constraints (r⃗id ∈ Bid). Two common
algorithms used for such problems are sequential quadratic programming (SQP) and
interior-point. Both will be tested in section 3.7.
There is guaranteed to be at least a unique solution to the constraints on the hull of
F and normally a set of solutions for the optimization problem. This is because F is
transmitted to the SPC controller before it sends a new bus reference signal and the
device �exibility regions B are still used as constraints to the optimization problem.

3.5.2 Control Mode Comparisons

Two other optimization functions to generate r⃗id are de�ned here to demonstrate that the
algorithm to reduce complexity provides a tangible di�erence in dynamic behavior. For
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example, the algorithm might strive to share the reference generation or consumption
proportionally across all connected devices (a form of load sharing):

ol =

nd∑︂
id=1

∥r⃗id ⊘ r⃗id,max∥

∧ r⃗id,max ̸= 0,

(3.17)

where ⊘ is the Hadamard operator representing element-wise division. Another pos-
sibility would be limiting the reactive power which is wasted when a device consumes
reactive power generated by a device at the same bus:

oc =

nd∑︂
id=1

(︃
ℑ (r⃗id)

ℑ (r⃗id,max)

)︃2

∧ r⃗id,max ̸= 0.

(3.18)

These control modes represent more conventional control goals in a power grid and they
will be compared against function 3.16 for illustration. Functions ol and oc are not
considered to be original. They are used only to better demonstrate the behavior of the
oh mode by comparing it against di�erent functions.

3.6. Avoiding Unique Solution Vectors r⃗id

3.6.1 Unique Solution Vectors

Consider the Minkowski sum of a rectangle and a semicircle in �gure 3.4. A number of
vector additions to the hull (the limit or border) of the Minkowski sum are indicated.
These speci�c vector additions are unique � they are the only way of constructing
vectors that reach those speci�c points in the PQ-plane. Attempting to change one of
the two vectors of each addition and then compensating for this change using the other
vector is impossible; it would violate the limit of that vector's vector space.
Since reference vectors r⃗S→B that lie on the hull of the aggregated �exibility region F

generally have unique solutions r⃗id , they therefore do not allow any sort of optimization of
the function 3.16: the optimization algorithm manipulates the coe�cients h by assigning
more or less power generation or consumption among the controlled devices (refer to
equation 3.11). This is also described in more detail in appendix chapter C. As explained,
the purpose of the optimization function is the minimization of the coe�cients h in
the transfer function that lead to transient under- and overshoot, so not being able to
optimize this function means that the controller may not be able to satisfy one of its
primary design goals.

3.6.2 Shrinking Vector Spaces

The uniqueness of these solutions is a fundamental feature of the Minkowski sum [Fukuda
2004] and of energetic �exibility in general; the vectors forming the hull of F are the
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P

Q

Figure 3.4: Vectors on Hull of Minkowski Sums

result of the vector addition of vectors forming the hulls Bid . Therefore the only way to
avoid unique solutions is to reduce the size of the �exibility region F so that the hull of
F is not presented as a permissible reference signal r⃗S→B to the higher-level controller.
In principle, this could be done before or after the the Minkowski sum F is calculated by
either shrinking F directly or by shrinking Bid before addition. Shrinking Bid o�ers the
advantage that all individual �exibility regions Bid can be shrunk by a uniform factor
and no device is unduly impacted. The disadvantage is that the algorithm which reduces
the size of the �exibility region has to be executed for each Bid instead of only once for
F . Unlike the aggregation of the �exibility regions into F , which is perforce conducted
using the Minkowski sum, this reduction can be performed using di�erent mathematical
operations that each o�er di�erent advantages in the context of this control problem.
The aggregated region F will be used in the following equations since the operations
would be analogous for Bid . More algorithms to reduce the �exibility region are possible
and only two will be explored here for the sake of brevity.

3.6.3 Minkowski Di�erence

A simple solution would be the Minkowski di�erence (using the set complement Ac = A

and taken from [Hadwiger 1950])

Freduced = F − L

Freduced = (F c + (−L))c,
(3.19)
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where L should be de�ned as a circular vector space whose radius gives the distance from
the hull which F is uniformly reduced by to create Freduced. This method behaves well
for convex �exibility regions but not for non-convex shapes since the reduction distance
from the hull is constant and risks entirely eliminating narrow non-convex features. A
graphical example is given in �gure 3.5. It is important to note that this operation is
not isomorphic: this means that the original shape of F cannot be reconstructed from
Freduced even if L is known.

F
L
Freduced

Figure 3.5: Reduction Using Minkowski Di�erence

3.6.4 Convex Decomposition & Rescaling

Rescaling for a convex polytope would calculate the centroid of the �exibility region,
translate the centroid to the origin, scale the vectors of the hull by some factor λ < 1, and
then translate the centroid back. This operation has the advantage of being isomorphic
and relatively simple. However, it is not a safe operation for non-convex �exibility
regions since it moves non-convex features with respect to the main centroid. This can
result in non-convex features being present in areas outside the original �exibility region
F with the catastrophic result that such reference vectors would not be tracked by the
physical system. A non-convex �exibility region would �rst have to be decomposed into
its elementary convex polytopes using algorithms such as [Chazelle et al. 1985], scaled,
and then recombined along the decomposition vertices. This does not eliminate narrow
features and is isomorphic, but it does not guarantee the removal of all vectors forming
the hull of F either. An example is given in �gure 3.6. Note that parts of the hulls of
F and Freduced are unfortunately identical.
Non-convexity in a �exibility region can arise, for example, from Y∆ connections pro-
ducing di�erent operational envelopes [Lund et al. 2007], though generally the �exibility
regions of distributed generators are convex and behave well.
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F
Freduced

Decomposition Vertex

Figure 3.6: Reduction Using Convex Decomposition

3.7. Veri�cation

3.7.1 Primary Control Mode oh

Armed with the knowledge of the preceding chapters, an example bus can be analyzed
and simulated in the time domain. The example will consist of a generator and a
combination of battery and static VAR compensator. The small number of connected
devices is chosen for graphical visiblity. Scalability will be shown later. The combined
�exibility region is depicted in �gure 3.7. The generator �exibility is modeled as a
semicircle while the battery and static VAR compensator are lines on the real and
imaginary axis, respectively. The Minkowski sum is depicted in bold black. The base
values are listed in appendix table D.1.
Two reference transitions were chosen for visibility inside the �exibility region. Solu-
tions to the computational problem of assigning reference signals for the state transi-
tions according to section 3.5, equation 3.16 were calculated using sequential quadratic
programming (SQP) and interior-point. Solutions were identical and the computational
load is compared in appendix table D.3. SQP is substantially faster.
The time constant of the generator Tgen, the time constant of the battery Tbat, and the
time constant of the static VAR compensator Tvar are listed in appendix table D.4. The
reference vectors r⃗S→B are listed with their transition times in appendix table D.2. The
calculated approximation constants for TΣ,P and TΣ,Q during those transitions can be
found in appendix table D.4 as well. The solution vectors are depicted graphically using
vector addition in �gure 3.7.
The dynamic behavior of the system in the time domain is again shown in �gures 3.8
and 3.9 for the active and reactive power generation or consumption of the bus. The bus
begins the simulation at t = 0 s at a reference consumption of r⃗S→B = [−3 + j2] and
immediately receives a reference signal to transition to r⃗S→B = [−2− j5]. At t = 1 s it
receives another reference signal to transition to r⃗S→B = [7− j4]. The plots have been
split at t = 1 s for improved visibility of the transfer function behavior so that these
two reference steps are displayed on their own scales and can be better compared to
their approximations. The �rst-order approximations GΣ calculated using equation 3.13
are shown as dash-dot lines together with the full-order response as a solid line. The
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aggregate reference states for the transition of the whole bus are shown as a dotted line.
These reference states are shown using small circles in �gure 3.7. Note that since the
controller enforces �rst-order lag behavior, the steady-state error will also tend towards
zero for lim

t→∞
.
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Figure 3.7: Dynamic Simulation (P/Q-plane) with Flexibility Region (oh)
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Figure 3.8: Dynamic Simulation (Active Power, oh)
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Figure 3.9: Dynamic Simulation (Reactive Power, oh)

It can be seen from the simulation that the dynamic behavior of the bus contains no
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overshoot and the approximation reported by the bus controller based on TΣ is accurate.
Note also that the reference signals given to the controller are quite close to the hull of F .
The controller therefore has only limited ability to optimize h due to the problems with
unique solutions outlined in chapter 3.6. Nevertheless the controller works as designed,
although less ideal behavior would be expected from reference signals on the hull of F .
All the design goals of the controller outlined in section 3.4 are therefore ful�lled and
the controller works successfully.

3.7.2 Comparison Control Modes oc, ol

As explained in section 3.5, showing that the control mode oh does not generate under-
or overshoot is not meaningful without knowing that other modes will generate such
behavior quite regularly. A comparison to the two other control modes described in
chapter 3.5 will be made here. The behavior according to the alternate control modes
described by equations 3.17 and 3.18 show over- and undershoot. The dynamic behavior
of control mode ol is shown in �gure 3.10 in the P/Q-plane and in �gures 3.11 and 3.12
in the time domain. The dynamic behavior of control mode oc is shown in �gure 3.13 in
the P/Q-plane and in �gures 3.14 and 3.15 in the time domain.
Both functions show substantial over- or undershoot in �gures 3.12, 3.14, and 3.15. This
degrades the accuracy of the TΣ approximation and potentially endangers grid stability
and reliability. Compare this undesirable behavior to the designed oh mode, which
suppresses it in �gures 3.8 and 3.9. It is clear that the design goal of the controller in
mode oh � enforcing �rst-order transfer function behavior � is achieved.
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Figure 3.10: Dynamic Simulation (P/Q-plane) with Flexibility Region (ol)
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Figure 3.11: Dynamic Simulation (Active Power, ol)
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Figure 3.12: Dynamic Simulation (Reactive Power, ol) � Note Undershoot
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Figure 3.13: Dynamic Simulation (P/Q-plane) with Flexibility Region (oc)

3.7.3 Scalability

The previous simulations were made using a bus with few devices to make a vector vi-
sualization of the bus behavior possible. It shall be demonstrated that the algorithm is
also scalable. A bus with 30 random devices is simulated as it responds to a random ref-
erence step using mode oh. The response is shown in �gure 3.16 for the active power and
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Figure 3.14: Dynamic Simulation (Active Power, oc) � Note Overshoot
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Figure 3.15: Dynamic Simulation (Reactive Power, oc) � Note Undershoot

�gure 3.17 for the reactive power. The calculation time for the Minkowski sum aggrega-
tion was 0.03 s and the calculation time for the optimization algorithm using SQP was
0.24 s. This shows that the algorithm is scalable. The symbolic factorization required
to calculate the coe�cients in equation 3.7, which are necessary for the optimization to
run e�ciently, becomes expensive for large buses and can require several minutes, but
this needs to be calculated only once, not in real-time. The given computation times
here and previously are relative to MATLAB running on an o�ce computer. The shown
�rst-order approximations were calculated as given in equation 3.13.
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Figure 3.16: Dynamic Simulation (Active Power, Large Bus, oh)
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Figure 3.17: Dynamic Simulation (Reactive Power, Large Bus, oh)

CHAPTER SUMMARY

The bus controller described in this chapter controls a single bus in the medium-
or low-voltage grid to which an array of distributed generators, �exible loads,
storage devices, multi-modal interfaces or some other such controllable installations
with diverse dynamic behavior are connected. It uses a constrained optimization
problem to allocate reference signals to each connected device in such a way that
the collective dynamic behavior of the power generation or consumption of the bus
approximates a �rst-order transfer element with no under- or overshoot as well as
satisfying the generation or consumption requested by the higher-level controller.
The bus controller also respects the operational �exibility limits of each connected
device.
The bus controller communicates what the time constant of its current �rst-order
approximation is to the next higher-level controller, presumably the one controlling
a Smart Power Cell in the distribution grid. It also communicates the aggregated
�exibility region of the bus. The advantage of this is that for the higher-level
controllers, the bus behaves as a single controllable device with �rst-order transfer
function behavior using a single �exibility region. Whatever happens inside the
bus does not have to be represented in more detail than that in the models or in
the controller design of higher-level controllers.
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The controller itself is computationally inexpensive and easily scalable to dozens
of controllable devices, but the factorization of the coe�cients for the optimiza-
tion function becomes expensive with a large number of devices. However, this
factorization is performed o�-line and only once, so it doesn't represent a serious
drawback.
The controller does not control the bus or the devices for voltage directly. The bus
voltage is instead intended to be controlled by the higher-level SPC controller in the
distribution grid by sending appropriate reference signals from the SPC controller
to the bus controller. This disadvantage limits the bus controller to geographically
close devices. The reasoning is that the bus controller already controls for two
potentially opposing control goals (power �ow and also limited complexity), so
assigning bus voltage control to the SPC controller spreads dynamic complexity
more evenly throughout the controller hierarchy. This is covered in the next chapter
together with the other control goals of the SPC controller.
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Internal Control of Smart Power
Cells

T
he bus controllers of the previous chapter allow simpli�ed, controlled behavior
of the buses inside a Smart Power Cell, but most core functions of the Smart Power

Cell are not handled by them. They merely follow the reference signals sent to them by
the SPC in the most dynamically benign way possible. A controller in the Smart Power
Cell is necessary to generate reference signals for the bus controllers based on reference
signals sent to the SPC and based on the internal requirements of the SPC. The end goal
of the Smart Power Cell is being a self-contained, stable entity inside the transmission
grid that is controllable and dispatchable for the transmission system operator. The
development of such a controller for the SPC as a whole is the subject of this chapter.

TSO ControllerTSO Controller

+++ SPC Controller Bus Controller Device Controller
Power Flow
Reference
r⃗T→S,is

TSO Dispatch

Other Data

Power Flow
Reference
r⃗S→B,ib

Other Data

Power Flow
Reference r⃗id

Other Data

Power Gener-
ation or Con-
sumption

Figure 4.1: Controller Hierarchy Overview (Current Chapter in Bold)

Such a Smart Power Cell is interconnected with the transmission grid and other Smart
Power Cells and by tracking reference signals for the power �ow at these interconnections,
the SPC follows the commands of the TSO. The location of the SPC controller inside the
controller hierarchy is given in �gure 4.1. A schematic depiction of the SPC controller
inside an example grid is given in �gure 4.2. The SPC controller provides an intermediate
layer between the transmission system operator and the large numbers of bus controllers
and connected devices (controllable generators, loads, storages, etc).

4.1. Design Goals of SPC Controller

The control variables of the SPC are its controlled buses. As described in chapter 3,
these controlled buses are an accurate simpli�cation of a variety of controlled generators,
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Figure 4.2: Location of SPC Controllers in an Example Grid with Distributed Generators
(DG), Flexible Loads (FL), and Storages (ST)

loads, storages, multi-modal interfaces, et cetera connected to a bus in the SPC. The
SPC controller then sends reference signals to these buses based on the following criteria:

1. Following reference signals for the power �ow at the TSO-SPC interconnection
sent to the SPC by the TSO.

2. Following reference signals for the power �ow at any SPC-SPC interconnection(s)
sent to the SPC by the TSO or DSO (in case regulations determine that medium-
voltage interconnections between SPCs are the responsibility of the DSO).

3. Maintaining safe voltages at all buses inside the SPC.

Note that, as described here, it is the TSO or DSO which determines the reference signals
for the power �ow at the interconnections between an SPC and its neighboring SPCs. In
practice, this might not be desirable if the grid operators have no interest in dispatching
medium-voltage interconnections or no ability to do so. In such a case, interconnection
power �ow reference values could be calculated by the SPCs using an algorithm based
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on consensus such as [Pourbabak et al. 2020], but this will not be explored further
in this thesis and it is assumed that the grid operator responsible dispatches these
interconnections.

4.2. State of the Art

The controller in this chapter is a direct descendant of the controller described in [May-
orga Gonzalez 2021]. It therefore deserves special mention. The previous controller used
integral controllers at each bus to track the active and reactive power �ow reference
functions at the single interconnection with the transmission grid. For this it uses the
generator connected to that bus. If a voltage violation is detected anywhere in the SPC,
the controllers and their integrators are frozen everywhere. The controllers then await
clearing of the voltage violation by the OLTC step transformer at the interconnection
with the transmission grid. Several potential improvements exist:

1. The previous controller is only able to track the reference functions of a single
interconnection with the transmission grid. It is not possible to track reference
values for additional interconnections with other SPCs or other energy grids.

2. Voltage control is provided by freezing the controllers and awaiting action by the
OLTC. This means that

(a) the SPC must be interconnected through an OLTC with the transmission
grid.

(b) if the SPC is large and has buses very far away from the OLTC, the OLTC
may not detect an existing voltage violation since it only observes the voltage
at its own secondary winding and not elsewhere throughout the SPC. This
leads to a general controller failure because the controllers remain frozen
inde�nitely due to a voltage violation which is never cleared. Depending on
the size of the grid and the voltage di�erential between the OLTC bus and
distant buses, this can create dangerous grid conditions.

These shortcomings will be improved on in this chapter. There are no other directly
comparable controllers. Large-scale projects such as ELECTRA (see [Cabiati et al. 2018]
for a summary) were wide-ranging and included many of the goals of the controller in
this chapter (cellular approach, controlled interconnections, voltage control), but the
di�erent subsystems were not integrated for uni�ed studies or developed in much depth.
Other approaches like the receding horizon dispatch in [Jiang et al. 2019] share the same
goals, but are not true continuous-time controllers. It is deeply questionable whether
an algorithm based on 15min dispatch is truly capable of managing the rapidly �uc-
tuating conditions in a renewable power grid based on distributed generation. Other
projects such as the consensus-based algorithm in [Kouveliotis-Lysikatos et al. 2022] in-
clude similar goals and su�er from the same shortcoming, i.e. it acts on iterative and
comparatively slow timescales.
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Reviews such as [Ghadi et al. 2019] identi�ed a wide variety of algorithms for ADN
operation, but the only continuous controllers capable of a fast response were those de-
signed for local voltage control and fault ride-through using reactive power. Continuous
controllers capable of providing ancillary services to the transmission grid, such as by
following interconnection power �ow reference values, did not exist. More recent reviews
of the �eld of ADN control such as [Palensky et al. 2023] covered exclusively consensus-
and optimization-based algorithms that provide dispatch functionality inside an ADN
on long timescales using a variety of methods such as mixed-integer linear program-
ming, stochastic programming, or multi-stage optimization. No further advances had
been made to expand continuous control beyond local voltage management and to �ll
the research gap at short timescales described in section 1.4.

4.3. TSO-DSO Power Flow Control

The SPC becomes a controllable entity in its own right for higher-level controllers be-
cause it tracks reference signals for the active and reactive power �ow at the interconnec-
tions with the transmission grid and neighboring SPCs. To explain the SPC controller,
the �nal control function will be introduced �rst, and then its composition will be ex-
plained. The interconnection power �ow control error is a vector with entries for m

interconnections. For the active power, it is the vector

e⃗P = r⃗T→S,P − y⃗P =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

rP,1
rP,2
...

rP,k
...

rP,m

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
−

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

yP,1
yP,2
...

yP,k
...

yP,m

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.1)

where y⃗P are the power �ow measurements yP,k at the m interconnections tracked by
the SPC controller. Similarly, for the reactive power �ow, the vector

e⃗Q = r⃗T→S,Q − y⃗Q =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

rQ,1

rQ,2

...
rQ,k

...
rQ,m

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
−

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

yQ,1

yQ,2

...
yQ,k

...
yQ,m

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.2)

contains the reactive power �ow control errors yQ,k for the m tracked interconnections of
one single SPC. The full control function of the SPC controller is, for the active power,
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

rS→B,P,Bus 1

rS→B,P,Bus 2

...
rS→B,P,Bus ib

...
rS→B,P,Bus nb

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K1(s)
[︂
D⃗1 KU(e1,U) · H(e⃗P )

]︂
·
[︃
e⃗P
e1,U

]︃
K2(s)

[︂
D⃗2 KU(e2,U) · H(e⃗P )

]︂
·
[︃
e⃗P
e2,U

]︃
...

Kib(s)
[︂
D⃗ib KU(eib,U) · H(e⃗P )

]︂
·
[︃
e⃗P
eib,U

]︃
...

Knb
(s)

[︂
D⃗nb

KU(enb,U) · H(e⃗P )
]︂
·
[︃
e⃗P
enb,U

]︃

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

r⃗S→B,P =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K1(s)
(︂
D⃗1 · e⃗P +KU(e1,U) · H(e⃗P ) · e1,U

)︂
K2(s)

(︂
D⃗2 · e⃗P +KU(e2,U) · H(e⃗P ) · e2,U

)︂
...

Kib(s)
(︂
D⃗ib · e⃗P +KU(eib,U) · H(e⃗P ) · eib,U

)︂
...

Knb
(s)

(︂
D⃗nb⏞⏟⏟⏞

Power Flow Controller

· e⃗P + KU(enb,U) · H(e⃗P )⏞ ⏟⏟ ⏞
Voltage Controller, Ch. 4.4

· enb,U

)︂

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(4.3)

and for the reactive power

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

rS→B,Q,Bus 1

rS→B,Q,Bus 2

...
rS→B,Q,Bus ib

...
rS→B,Q,Bus nb

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K1(s)
[︂
D⃗1 KU(e1,U) · H(e⃗Q)

]︂
·
[︃
e⃗Q
e1,U

]︃
K2(s)

[︂
D⃗2 KU(e2,U) · H(e⃗Q)

]︂
·
[︃
e⃗Q
e2,U

]︃
...

Kib(s)
[︂
D⃗ib KU(eib,U) · H(e⃗Q)

]︂
·
[︃
e⃗Q
eib,U

]︃
...

Knb
(s)

[︂
D⃗nb

KU(enb,U) · H(e⃗Q)
]︂
·
[︃
e⃗Q
enb,U

]︃

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

r⃗S→B,Q =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K1(s)
(︂
D⃗1 · e⃗Q +KU(e1,U) · H(e⃗Q) · e1,U

)︂
K2(s)

(︂
D⃗2 · e⃗Q +KU(e2,U) · H(e⃗Q) · e2,U

)︂
...

Kib(s)
(︂
D⃗ib · e⃗Q +KU(eib,U) · H(e⃗Q) · eib,U

)︂
...

Knb
(s)

(︂
D⃗nb⏞⏟⏟⏞

Power Flow Controller

· e⃗Q + KU(enb,U) · H(e⃗Q)⏞ ⏟⏟ ⏞
Voltage Controller, Ch. 4.4

· enb,U

)︂

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(4.4)

This is less complicated than it looks. To explain the terms, take row ib:
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rS→B,P,Bus ib = Kib(s)
[︂
D⃗ib KU(eib,U) · H(e⃗P )

]︂
·
[︃
e⃗P
eib,U

]︃
. (4.5)

rS→B,P,Bus ib is the active power (P ) reference signal transmitted by the SPC controller
to the controllable bus ib. Kib(s) is a control function that is the topic of section 4.5. D⃗ib

is a row vector of length m for m tracked interconnections which rescales the power �ow
control errors e⃗P and e⃗Q based on the cable lengths from bus ib to the interconnections
using the vector

D⃗ib =

[︂
1

sd(ib,1)+1
. . . 1

sd(ib,k)+1
. . . 1

sd(ib,m)+1

]︂
⃦⃦⃦[︂

1
sd(ib,1)+1

. . . 1
sd(ib,k)+1

. . . 1
sd(ib,m)+1

]︂⃦⃦⃦ , (4.6)

where sd is a shortest distance search function such as Dijkstra's algorithm on the undi-
rected, weighted cable-length network graph of the SPC from bus ib to interconnection
k. This means that the SPC controller generates individual interconnection power �ow
reference values for each controllable bus based on their proximity to the di�erent in-
terconnections. The closer the bus is to an interconnection, the more it is a�ected by
that control error relative to the other interconnection power �ow control errors. The
vector norm scales D⃗ib to be unit length. KU(eib,U) · H(e⃗P ) · eib,U is the voltage control
parameter KU(eib,U) ·H(e⃗P ) (explained in section 4.4) multiplied with the local voltage
control error eib,U = rU − yib,U = 1− yib,U , measured in pu.
The vector multiplication means that the active power reference signal transmitted to
bus ib is

rS→B,P,Bus ib = Kib(s)
(︂
D⃗ib · e⃗P +KU(eib,U) · H(e⃗P ) · eib,U

)︂
, (4.7)

meaning that the input of the control function Kib(s) is the sum of all scaled power �ow
control errors D⃗ib ·e⃗P (for active power as an example) plus the local voltage control error
multiplied with some functions that manipulate this voltage control error. The larger
one of these terms, the more impact it has on the input to the control function Kib(s)

and on the reference signal transmitted to the bus ib. If a term is zero, it has no e�ect
at all and is ignored by the controller. This principle, the addition of multiple control
errors in a carefully designed fashion to obtain a single control output, is analogous to
state space controllers and it is where the inspiration for this controller is taken from.
A somewhat more detailed explanation of multivariable control for the interested reader
can be found in appendix chapter A.1 and the topic of state space controllers is covered
well by literature such as [X. Liu 2018] using pole placement.

4.4. SPC Voltage Control

One of the unexplained terms which makes up the input to the control function Kib(s) is
the voltage control error KU(eib,U) ·H(e⃗P ) · eib,U (see equation 4.7). The term KU(eib,U)
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is shown in �gure 4.3 and will be explained later. The other two terms are de�ned as

H(e⃗P ) = max(|e⃗P |) = max

⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
|eP,1|
|eP,2|
...

|eP,m|

⎤⎥⎥⎥⎦
⎞⎟⎟⎟⎠ , (4.8)

eib,U = 1− yib,U . (4.9)

The function H yields a scalar result: the largest absolute entry in the power �ow
control error vector. This is done because as shown here, the voltage control error eib,U
is measured in pu and therefore usually has an order of magnitude around 10−2. But the
power �ow control errors might be in kW or MW, i.e. 103 to 106. It would be almost
meaningless to add the voltage control error to the power �ow control errors in the way
it is described in equation 4.7 without �rst rescaling the voltage control error to a more
comparable order of magnitude.

KU (eU )

eU = 0

eU ± Udead

eU ± (Udead + Ucrit)

Kmax

eU0

Figure 4.3: Voltage Controller Parameter KU(eU)

KU(eib,U) outputs another scalar, this time between 0 and Kmax. If the local voltage
control error eU is within a deadband, the function is zero and the whole voltage control
term becomes zero. Outside the deadband is a symmetric voltage control band where
the function increases linearly to Kmax at some critical voltage. The function is shown in
�gure 4.3. It is intended that 20 > Kmax > 1, but this does not have to be a very precise
a�air. An appropriate selection for Kmax looks like this: recall that H(e⃗P ) · eib,U yields
a voltage control error of the same order of magnitude as the largest power �ow control
error and that D⃗ib is always of unit length, so the sum of power �ow control errors can
never truly escape the rescaled voltage control error H(e⃗P ) · eib,U in magnitude. Now
consider the three regions of the function KU(eU) in �gure 4.3 and their relation to this
power �ow control error:

1. If the voltage control error is within the deadband, KU is zero and the entire
voltage control term becomes zero. Voltage control is disabled.

2. If the voltage control error is within the linearly increasing band, it scales the
voltage control error between zero and Kmax. The �nal term of the voltage control
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error rises quadratically with the unmodi�ed voltage control error eib,U since both
KU and eib,U are linearly proportional to it, i.e.

KU(eib,U) · H(e⃗P ) · eib,U ∝ KU(eib,U) · eib,U ∝ e2ib,U . (4.10)

3. If the voltage control error leaves the critical band, KU becomes constant, though
the error can still increase. In this band the voltage control error term is a large
multiple of the power �ow control error and increases linearly with eib,U .

This is known as linear parameter-varying control. Books such as [Briat 2015] give
an introduction the the topic. The controller responds linearly to the error, but the
proportionality �constant� changes. The chief advantage in this particular formulation
is that, because the parameter KU increases from zero, it isn't necessary to derive
the values with great care. They only have to be reasonably plausible. The system
will stabilize itself somewhere on the ramps of KU as long as the chosen value for
Kmax is not very small (Kmax ≪ 1, which would lead to a systematically small voltage
control error and insu�cient voltage control) or very large (Kmax ≫ 20, which would
lead to oscillations in combination with other controllers). Even for very large values
stability is conceivable, but strong oscillations would be expected. With a properly
chosen Kmax ≈ 10, the voltage control error will become much larger than the power
�ow control error somewhere on the ramp of KU(eib,U) and generate a strong controller
response. However, temporary excursions above this point are possible due to delays
in the infrastructure (generators, communications, controllers, etc), so the values for
Udead and particularly Ucrit should be substantially smaller than the acceptable voltage
variation to prevent excursion into unacceptable voltage bands. In later simulations,
Ucrit = 0.06 = 6% is used for a medium-voltage SPC where the voltage norm demands
±10% (as in DIN EN 50160).
Kmax is also largely independent of the number of controlled interconnections m. Recall
from equation 4.6 that all power �ow control errors are multiplied with a vector of mag-
nitude 1, so a larger number of controlled interconnectionsm leads to smaller coe�cients
for each interconnection and the magnitude of the sum of all power �ow control error
terms remains roughly the same. Since this can be guaranteed by equation 4.6 and the
voltage control error term is scaled to the largest power �ow control error by H, there is
no scenario in which a large power �ow control error would �overrule� a critical voltage
control error despite a well-chosen Kmax.
This kind of parameter-varying behavior is also the working principle behind fuzzy con-
trollers, although they are usually designed quite di�erently than the controller described
here. Because of their mathematical similarity, they are explained a little more in ap-
pendix A.1.

4.5. Kib(s) Control Function

As explained in the previous two sections, the term
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[︂
D⃗ib KU(eib,U) · H(e⃗P )

]︂
·
[︃
e⃗P
eib,U

]︃
(4.11)

is essentially just a sum of control errors, which is itself treated as a control error,
albeit subjected to some elaborate rescaling. A control function is still necessary which
provides some of the basic requirements of a controller, most importantly steady-state
accuracy. Steady-state accuracy requires an integrator somewhere which integrates the
controller for as long as it persists in an attempt to remove it. Intuitively one might
decide to simply integrate all control errors until the errors go away, i.e.

K1(s) = K2(s) = . . . = Kib(s) = . . . = Knb
(s) = K(s) = s−1. (4.12)

This does in fact work, but it has disadvantages. The rows of equations 4.3 and 4.4
are independent, so they could also be interpreted as separate controllers, one for each
controlled bus ib in the SPC. If di�erent controllers target the same output variable, in
this case the entries of the power �ow control errors e⃗P and e⃗Q, they will oscillate against
each other if more than one of them contains an integrator. The voltage control errors,
while not the same, are coupled as well. A rising voltage at one bus will also raise the
voltage at nearby buses. In classic transmission grid control, where the frequency control
error is targeted by many decentralized controllers, this is solved by only integrating the
frequency control error for one single large power plant while the rest only target it using
proportional control. This strategy is not trivially adaptable for the SPC. Changing
environmental conditions and their in�uence on connected renewable generators mean
that the control authority of each bus, that being the scale of its capacity to change its
power generation or consumption to in�uence conditions in the grid, changes frequently
and sometimes abruptly. A cloud passing over a large photovoltaic installation could turn
a bus from having the most control authority to having the least. The SPC controller
would constantly have to switch the integrator between its various buses so that the
best-suited one performs this duty. If control authority is lost at one bus, only its
replacement bus would integrate in its stead, thereby slowing the control reponse and
potentially saturating the generation or absorption capacity of the controlled bus, which
results in a steady-state error. These are very serious drawbacks.
Instead of attempting to shift the integrator between buses based on their control au-
thority, a relatively recent improvement on PID controllers called fractional PID control
will be used. Books such as [Indranil et al. 2013] give an introduction. Fractional PID
controllers modify the PID control function

K(s) = KP +KIs
−1 +KDs

1 (4.13)

by changing the exponents of the Laplace variable s to non-integer values:

K(s) = KP +KIs
−α +KDs

β, α, β ∈ R. (4.14)
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This has complex e�ects on the behavior of the controller. For the purpose of this
chapter, it shall su�ce to say that fractional derivatives produce a damping response
to persistent oscillations such as those that arise from controller interactions. A more
detailed introduction to fractional control is given in appendix chapter B. Since a frac-
tional controller is able to suppress inter-controller oscillations, it eliminates the only
serious argument against giving every row of equations 4.3 and 4.4 an integrator using

K1(s) = K2(s) = . . . = Kn(s) = K(s) = KIs
−α +KDs

β. (4.15)

Two disadvantages exist in this approach, but they are of relatively little importance
here:

1. Implementations of fractional controllers use computationally expensive numerical
calculations to approximate fractional operators. These are not so expensive as to
make implementation in microcontrollers or simulations impossible, but they are
still orders of magnitude more expensive to calculate than simple PID controllers.

2. The synthesis of the fractional coe�cients {KI , KD, α, β}, especially α and β,
is not analytically possible for most systems, unlike PID control for which well-
established synthesis methods exist. Usually these coe�cients are generated using
metaheuristics, which is slow and yields results of dubious optimality.

The �rst disadvantage slows the simulation somewhat, but implementation on micro-
controllers is still well within what is possible [Oprz¦dkiewicz et al. 2021; Muresan et al.
2013]. The second would ordinarily be serious, but it turned out to be quite easy to
simply select appropriate values manually.
This explains all terms of equations 4.3 and 4.4. The rows ib are individually transmitted
to the controlled buses ib as a reference signal for the bus controller of chapter 3.

4.6. Model Structure

With the SPC controller architecture described in general terms in the previous section,
it is time to test it in a simulation. For this, a three-phase, medium-voltage test grid
was created based on CIGRE's medium-voltage benchmark grid [Strunz et al. 2014]
for renewable energy integration. It contains two medium-voltage SPCs. Both are
connected to the high-voltage grid through OLTC (on-load, tap-changing) transformers
and through a single medium-voltage cable to each other. To every bus is connected an
uncontrolled load based on the benchmark grid values as well as an aggregated device (a
combination of generators, storages, and �exible loads) controlled by the bus controller.
A graphical illustration of the two SPCs, the cables connecting the buses, and the
interconnections is given in �gure 4.4. The cable parameters and lengths are listed in
appendix tables D.8 and D.10. The active and reactive power values of the uncontrolled
constant power loads at each bus are listed in appendix tables D.11 and D.12. Nominal
system voltage is 20 kV in accordance with [Strunz et al. 2014]. The simulations are run
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as 50Hz RMS (phasor) simulations. The greyed-out elements in �gure 4.4 were either
described in previous chapters (as is the case for the bus controller and the aggregated
devices) or are not the subject of this chapter (as is the case for the transmission grid
controller).
In accordance with the results of chapter 3, the closed loop of each bus is modelled as
a �rst-order transfer function. The time constants TΣ of these transfer functions are
randomized from 0.1 s to 1 s. The �exibility region of the aggregated devices is assumed
to be a circle randomized from 1MVA to 15MVA. This greatly simpli�es numerical
controller behavior on the hull of the �exibility region.
For improved observability of certain controller interactions, voltage control using active
power is disabled in the simulations (i.e. always H(e⃗P ) = 0). Voltage control is only
provided using reactive power. The controller parameters are given in appendix table D.5
to D.7 together with the technical properties of the system. Two variants of the control
function K(s) are compared: a unity integral controller and the fractional controller
described previously. The parameters are also in the appendix.

SPC 1
Controller

Bus
Controller

SPC 2
Controller

Transmission Grid
Controller

SPC 1 SPC 2

Bus
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Bus
Controller

Bus
Controller

Bus
Controller

Bus
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Bus
Controller
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Bus
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Bus
Controller

Bus
Controller
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(Interconnection 1)

(Interconnection 2)

Power Flow

Power Flow

Load

Aggregated Devices
(see chapter 3)

Figure 4.4: SPC Controller Test Grid
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4.7. Simulation

The simulation lasts for 60 s and uses 1ms time steps. Since the transmission grid con-
troller is so far unde�ned, reference step functions must be selected randomly. The times
and magnitudes of the reference steps are shown in appendix table D.9. The simulation
results for the power �ows at the interconnections for the I-controller are shown in �g-
ures 4.5 through 4.8, one for the active and reactive power �ow at each interconnection.
The bus voltages are depicted in �gure 4.9. Around t = 12 s the system reaches the end
of the voltage deadband at some buses and uses reactive power to stabilize the voltage.
This is clearly visible in the reactive power �ows at the interconnections in �gures 4.7
and 4.8. The controllers generally ignore the interconnection power �ow reference signal
here since the voltage control error is much larger than the power �ow control error in
equation 4.4. When the OLTC step transformer detects an overvoltage, it reduces the
voltage, which allows the controllers to target the interconnection power �ow control
error again. The stepping behavior of the OLTC transformer is also the reason behind
the power �ow dips observable in the power �ow behavior of both controllers around
t = {16, 21, 26}s. The interaction of the integral controllers from 10 s to 15 s produces
considerable oscillations in the bus voltages and reactive power �ows.
The fractional ID-controller is subjected to the same reference steps as the I-controller
and shown in �gures 4.10 through 4.13. The voltages are depicted in �gure 4.14. The
controller eliminates the undesirable oscillations present in the I-controller and shows
very similar behavior otherwise. The argument for a fractional controller instead of an
integer one is therefore compelling.
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Figure 4.8: Reactive Power Exchange SPC-SPC (I-Controller)
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Figure 4.10: Active Power Exchange TSO-SPC (FID-Controller)
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Figure 4.11: Active Power Exchange SPC-SPC (FID-Controller)
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Figure 4.12: Reactive Power Exchange TSO-SPC (FID-Controller)
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Figure 4.13: Reactive Power Exchange SPC-SPC (FID-Controller)
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Figure 4.14: Bus Voltages in SPC (FID-Controller)
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4.8. Alternate Controllers

It can be noted that the controller described in this chapter does not require a variety of
signals reported to it by the lower-level bus controllers inside the SPC. Unused signals
are

1. the �exibility regions Fib of the buses ib in the SPC,

2. and the approximated time constant TΣ,ib .

The �exibility region Fib of the buses is not used because the SPC controller contains
an integrator for every bus. Therefore the operational limits of all buses would auto-
matically be reached if this is necessary for grid control and knowledge of the limits of
Fib is not necessary, though it is implicitly used in the simulation to prevent controller
windup. The approximated time constant TΣ,ib is not used for similar reasons: it pro-
vides no bene�t to the controller described in this chapter since the controller makes no
dynamic prediction. However, a part of the contribution of this work in accordance with
chapter 1.6 is an easily adaptable and modular control structure. For example, a possible
alternative to the controller described in this chapter would be model-predictive control
(MPC). Model-predictive control simulates the response y(t, u) of a model representing
the controlled system over some limited horizon to various control inputs of u and selects
the response which minimizes the control error e = r− y over the optimization horizon.
This process is then repeated and the next value for u is chosen, resulting in a piece-wise
constant signal for u. This is illustrated in �gure 4.15. MPC relies on computationally
e�cient models of the system because the e�ectiveness of the controller is limited by
the computational feasibility of simulating the system often enough to obtain a good u

in as short a time as possible to minimize the length of time that u is held for. MPC
has found wide acceptance in complex but reasonably slow systems like certain types
of chemical process control. MPC would also be a reasonable candidate for the SPC
controller as well, and in this case would require the TΣ,ib of the various buses to calcu-
late the response y(t, u) as well as the limits Fib . In fact, since the �rst-order transfer
functions using TΣ,ib have analytic solutions, a system approximation for MPC would
execute very e�ciently.

y0

ua

ua+1

Optimize
ua+1

Run ua

t

y(t)

y(t, u)
u(t)

Figure 4.15: Model-Predictive Control
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CHAPTER SUMMARY

In this chapter, an SPC controller was described which receives reference signals
for the active and reactive power �ows at its interconnections with the transmission
grid and neighboring SPCs and tracks them while maintaining voltages at all its
buses. As its control variables, it uses aggregated devices at each bus that represent
a controlled aggregation of generators, storages, and loads. This was covered in a
previous chapter.
Mathematically, power �ow control is provided using a scaled addition of control
errors and voltage control is provided using a linear parameter-varying function.
The control errors are inputs to a fractional control function which suppresses inter-
controller oscillations and makes it possible to have multiple integrators targeting
the same output variable. Simulations show the success of this approach compared
to simple integral controllers.
In the next chapter, a simpli�ed model for the SPC and its controller as described
in this chapter will be designed and tested. This will allow representation of various
SPCs as simpli�ed models in the transmission grid and allow reasonably e�cient
simulations including a diverse set of SPCs.
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Model Reduction of the SPC

C
omputational complexity is a constant struggle in the modeling, control, and
simulation of power systems. The sheer size of the system means that simpli�ca-

tions must be made. The SPC and its controllers designed in the previous chapters is
intended to be interconnected with other SPCs through the transmission grid in future
chapters, but connecting six SPCs (the CIGRE high-voltage benchmark model having
this number, for example) of ten or more buses in each SPC and their associated loads
and generators to each other would lead to very expensive dynamic simulations with-
out being a particularly large power system in the �rst place. Furthermore, there are
controllers (notably model-predictive controllers) that rely on a reasonably cheap model
of the system they are controlling. A TSO wishing to implement a model-predictive
controller in the transmission grid (such as for voltage control) would struggle with the
large computational burden of a full-scale SPC.
The subject of this chapter is the design of a model order reduction of the controlled
SPC described in the previous chapter.

5.1. Design Goals of SPC Model-Order Reduction

The reduced model of the SPC is intended to be a drop-in replacement for any model
which requires simulation of the SPC, but where knowledge of the internal states of the
SPC are not directly necessary. For example, a TSO wishing to simulate the behavior of
an SPC connected to the transmission grid would be interested in the power exported
or imported by the SPC as a function of time, but how exactly the SPC accomplishes
this is largely irrelevant to the TSO as long as it works. The internal controllers of the
SPC are tasked with managing this. The model order reduction speci�cally maintains
the following features:

1. Reduced computational cost.

2. Dynamic equivalence in terms of interconnection power �ow; the tracking response
of the full- and reduced-order models should show similar dynamic behavior for
the active and reactive power �ows at the interconnection(s).
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5.2. State of the Art

Dynamic, reduced approximations of distribution grid models have a considerable his-
tory. Classic research on the subject such as [Karlsson et al. 1994] used the passive prop-
erties of distribution grids in historical power grids to de�ne a combination of nonlinear
blocks that represent an aggregate load. This approach loses accuracy in a distribution
grid subject to the constantly changing conditions of distributed generators and their
controllers. Arriving at a reduced model that re�ects these characteristics is much more
complex. As late as [Milanovic et al. 2013; Resende et al. 2013] the vast majority of
methods to derive reduced models were based on uncontrolled, passive distribution grids
that are unsuitable for active distribution grids in general and the Smart Power Cell in
particular. Modern and more �exible approaches to arrive at reduced equivalents often
use grey-box model identi�cation. That is, they use a reduced structure arrived at by
some heuristic consideration, usually expert knowledge, and calculate or optimize the pa-
rameters of the reduced structure to match model behavior [Glad 2021]. This approach
was widely used in [Chaspierre 2020] using evolutionary algorithms for the parameter
optimization, in [Conte et al. 2019] using constrained nonlinear optimization, and in
[Fulgêncio et al. 2020] again using an evolutionary algorithm. These approaches are all
similar to the approach presented in this chapter in that they optimized the power �ow
behavior at the interconnection with the transmission grid using the parameter vector
of some reduced model arrived at using expert knowledge. However, there is still a large
methodological di�erence coming from the exact de�nition of an active distribution net-
work in the context of their research. The active distribution network approximated in
[Chaspierre 2020] uses local controllers to control for voltage and frequency, [Conte et al.
2019] controlled locally for voltage and power factor, and [Fulgêncio et al. 2020] con-
trolled only for local voltage. This means that none of the cited existing research de�nes
an ADN that ful�lls the requirements of the SPC; for example, it is not able to provide
controlled behavior at the interconnection with other parts of the grid. Consequently,
while the methods may be super�cially similar to the method presented in this chapter,
the underlying controller architecture to be approximated is fundamentally di�erent and
requires a somewhat di�erent approach.

5.3. Grey-Box Model Order Reduction

As hinted in the state of the art, one way to categorize model order reductions is by the
manner in which they derive their structure. A white-box model order reduction takes
the mathematical representation of the system and, through analytic means, derives a
reduced structure and parameters for this structure. For example, linear state space
models can be reduced in size by simply eliminating low-energy, low-contribution states
from the model through an analysis such as the Hankel singular values. There is a direct
(but not necessarily isomorphic) relationship between the two models and any di�erences
between the models can be analyzed analytically.
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This is in stark contrast to a black-box model order reduction which obtains reduced
model behavior without any direct and clear relationship between the two models. An
example would be many algorithms based on machine learning. A neural network can be
trained to produce output similar to a given system, but the reason for any deviations
or lack thereof is almost impossible to trace back to the full-order model. A black-box
model is obviously never isomorphic, meaning that it is impossible to return to the
original model based on the reduced model and knowledge of the reduction algorithm.
A grey-box model order reduction refers to an approach which combines elements of
both these approaches. It could be either a reduced model structure that is obtained an-
alytically or which is directly derived from the full structure, but for which no adequate
parameters are obtainable using analytic methods. It could also be a subset of parame-
ters that is obtainable analytically but for which other parts of the model structure are
unknown and must be approximated using black-box methods. For a wider introduction
to di�erent modeling techniques, see [Glad 2021] and the other articles in that book.
For the approach in this work, a grey-box model order reduction approach is chosen. It
uses a reduced model structure determined using the intuition and the educated guess
of the designer combined with a metaheuristic optimization of its parameters to produce
dynamic behavior similar to the full system. The only analytic requirement of the
reduced grid structure is that it has the same number of interconnections as the full
model.
Reduced computational complexity is obtained by the reduction of the buses inside the
model relative to the full-order model. Similarity of its controlled behavior is obtained
by using the same controller to control the buses in the reduced grid as would be used
to control the buses in the full-order grid. Consider the tracking response shown in the
previous chapter in �gures 4.12 through 4.14. Complexities in the tracking response
are a result of voltage deadband violations and OLTC steps (which are also a result of
voltage deadband violations). The number of buses and the parameters of the cables or
lines connecting them are the primary way in which a properly optimized reduced model
imitates this voltage behavior using its own buses, so the educated guess involved in the
design of the reduced model's structure is a balance between computational reduction
(fewer buses and cables) and the richness of the reduced grid's voltage behavior.
Two variants are depicted in �gure 5.1. One has two buses and one interconnection with
the high-voltage grid, the other has three buses and two interconnections, one with the
high-voltage grid and another with another part of the medium-voltage grid. A larger
number of interconnections should be re�ected with a proportionally larger number of
buses in the reduced structure so that there are buses located far away from the inter-
connection to re�ect some of the voltage gradient phenomena that a�ect the full-order
model. The more complex the e�ects of voltage phenomena on the tracking response
at the interconnections, the more buses and cables should be kept in the reduced-order
model.
The greyed-out elements in the �gure are numerically identical between models. The
two models use the same OLTC, equivalent controllers, and an identical representation
of the wide-area grid.
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Figure 5.1: Reduced SPC Variants

5.4. Reduced Model

5.4.1 Reduced Model Structure

The purpose of this model order reduction is making large-scale models involving an
interconnection of SPCs more computationally feasible. The high-voltage model rec-
ommended by CIGRE for renewable energy integration benchmarks does not include
any medium-voltage interconnections between SPCs, only interconnections through the
transmission grid. For this reason, a simple two-bus model is chosen as a model-order
reduction of the SPC 1 covered in the previous chapter in �gure 4.4. The second SPC
and the medium-voltage interconnection between the two SPC is omitted.
The full SPC model and the reduced SPC model are shown again in �gure 5.2, the full
SPC being on the left, having 11 buses and being identical to SPC 1 from the previous
chapter except for the omission of the medium-voltage cable connecting it to SPC 2.
Just as shown in �gure 5.1, the greyed-out elements are identical in both models and
were described in previous chapters or they are not the subject of this chapter yet (in
the case of the transmission grid controller).

5.4.2 Reduced Model Parameters

The reduced SPC model shown in �gure 5.2 contains 3 dynamic elements with adjustable
parameters that determine the simulation behavior: two loads, one connected to each
bus, and one cable connecting the two buses. The cable is a π-section cable with 7
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Figure 5.2: Single-Interconnection SPC Reduction

parameters (just as in the previous chapter) and the loads are constant-power loads.
π-section cables use resistance, inductance and capacitance parameters per unit length
that re�ect the inductive and capacitive coupling between the phases and ground as well
as between the terminals of the cable. Their name derives from the circuit diagram of
the n-phase cable, which resembles the letter π. More details regarding the cable model
can be found in [MATLAB 2023a n.d.]. This results in 11 parameters subject to the
grey-box parameter optimization stored in the parameter vector O⃗:

Positive-Sequence Resistance per km r′+ Load 1 Active Power P1

Zero-Sequence Resistance per km r′0 Load 2 Active Power P2

Positive-Sequence Inductance per km l′+ Load 1 Reactive Power Q1

Zero-Sequence Inductance per km l′0 Load 2 Reactive Power Q2

Positive-Sequence Capacitance per km c′+
Zero-Sequence Capacitance per km c′0

Cable Length L.

The optimization function is
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ε(O⃗) =
ti=Tend∑︂
ti=0

(yP,full(ti)− yP,red(ti))
2 + (yQ,full(ti)− yQ,red(ti))

2, (5.1)

where yP and yQ are the active and reactive power �ows at the interconnection with
the transmission grid for the full and reduced grid respectively. These parameters are
iteratively improved by the optimization by simulating the reduced model using the
parameter vector O⃗ and updating it until the quality of the solution does not appear to
improve anymore (called a plateau). A block diagram of this process is shown in �gure
5.3.

Initialization

Parameter VectorUpdate Mechanism

Reduced Model Simulation Solution

Full Model Simulation Behavior

−
+

ε(O⃗)

Terminate on Plateau

Figure 5.3: Optimization Block Diagram (Generalized Form)

There are two main things to consider when the update mechanism is chosen. The
optimization function ε as it is described here lacks an analytic gradient, ruling out
many algorithms. The problem is also most likely not convex, and investigating the
convexity would be mathematically elaborate. These questions can be avoided by us-
ing the most general class of optimization algorithms relying on the least amount of
knowledge about the system: metaheuristics. Among the metaheuristics, it would be
possible to use discrete optimization algorithms, such as genetic algorithms, by de�ning
a discrete encoding of the continuous parameter space, but a more direct approach is
using a continuous algorithm such as Particle Swarm Optimization (PSO) or Simulated
Annealing. Since the solution space is assumed to be very large and of somewhat un-
clear extent (it being unclear what range of parameters can be excluded from the search
space), PSO is chosen over Simulated Annealing since it is population-based and likely
traverses a large search space more e�ciently. For a substantial introduction to the topic
of metaheuristics and arguments in favor of the various algorithms, see [Talbi 2009].
Particle Swarm Optimization initializes its population (of size S) of candidate solutions
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randomly and simulates all of them to obtain their optimality ε. It then generates a
di�erence vector (similar to a velocity) for each candidate solution such that

v⃗p,new = (ω · v⃗p,last
+ γp · rp · (O⃗best,ptcl − O⃗current,ptcl)

+ γg · rg · (O⃗best,global − O⃗current,ptcl)) · rr,
(5.2)

where O⃗best,ptcl is the best solution which the individual candidate solution itself has seen
in the past, O⃗best,global is the best solution which any individual candidate solution in
the population has seen, and v⃗p,last is the solution's di�erence vector before the update
to the vector. ω · v⃗p,last can be thought of as an inertia component. {rp, rg} are diagonal
matrices of uniformly distributed random variables on the interval [0, 1] and {ω, γp, γg}
are weights given to the in�uence of the respective components described earlier. The
di�erence vector then updates the parameter vector after each iteration such that O⃗new =

O⃗old+ v⃗p and the new optimality of the candidate solution is calculated using simulation.
In addition to these classic PSO components, a random variable rr was added which had
a chance of 0.89 to take the value rr = 1, a chance of 0.1 to take the value rr = 10, and
a chance of 0.01 to take the value rr = 100. This provides simple reset behavior to aid
in exploration by greatly scaling the di�erence vector. Due to the large size and unclear
extent of the search space, the initialization is also performed over the range described
in appendix table D.14 (the left column shows the cable length and its positive- and
zero-sequence impedance and the right column shows the active and reactive power
consumption of the loads) and the coe�cients {ω, γp, γg} as well as the population size
S are in appendix table D.13.
Properties of the reduced model not subject to optimization but which could be opti-
mized if necessary are:

1. The integrator coe�cient KI of the controllers. It is set to 5.5 because the number
of buses is reduced by a factor of 11

2
= 5.5. Integrators are linear elements, so this

results in identical integration.

2. The apparent power generator limits. The two available generators use the mean
generator limit of the full grid, each multiplied by 5.5. This means the aggregated
generator �exibility regions of the two models are the same.

5.5. Simulation

The parameter optimization of the reduced model is run according to the method de-
scribed above to generate a reduced 2-bus model which re�ects the dynamic behavior of
the 11-bus model corresponding to SPC 1 of the previous chapter at lower computational
cost. The parameters for the cable length, positive- and zero-sequence impedances, and
the constant-power loads as yielded by the optimization algorithm are given in appendix
table D.15. A simulation comparison of the reduced model and the full model is given
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in �gures 5.4 through 5.6 for the active and reactive power �ow at the interconnection
with the transmission grid as well as the behavior of the OLTC step transformer.
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Figure 5.5: Model Comparison (Interconnection Reactive Power Flow)

The two grids follow the same reference signals sent by the transmission grid controller
and show similar behavior. Of particular interest is the model behavior around 15 s and
35 s. Here the full model abandons tracking the power �ow reference signals and uses
its generators to stabilize the voltage. This behavior is described in more detail in the
previous chapter. The reduced model shows similar behavior at the same time, implying
that the voltage behavior of the reduced model is also similar. This is further supported
by the very similar OLTC stepping behavior shown in �gure 5.6. This is a notable
accomplishment since it is primarily the voltage behavior which produces more complex
controller tracking. However, comparing bus voltages directly is not very meaningful
since there is no direct correspondence between the models and the transmission grid
controller is not intended to have knowledge of the internal states of the SPC anyway.
The relative computational cost of the reduced model compared to the full model is
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approximately 15% or an 85% reduction.
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Figure 5.6: Model Comparison (OLTC Steps)

5.6. Validation

Although proven to function correctly, the behavior of the reduced model should be
analyzed over a wider range of reference functions. This will be done using reference
steps from generator curtailment to various reference points in the PQ-plane and storing
the tracking delay between the transmission of the reference step and ful�llment of that
reference step:

τp,q = max(tp, tq)

tp = |eP | < εP

∧
⃓⃓⃓⃓
deP
dt

⃓⃓⃓⃓
< εP ,

eP = rT→S,P − yP ,

εP = |Pref · 1%|+ 10 kW

tq = |eQ| < εQ

∧
⃓⃓⃓⃓
deQ
dt

⃓⃓⃓⃓
< εQ,

eQ = rT→S,Q − yQ,

εQ = |Qref · 1%|+ 10 kvar.

(5.3)

Here, eP and eQ are the interconnection power �ow control errors and ε represents some
(fairly small) tolerance. 10 kW and 10 kvar are added to ε so that for reference values of
0 (i.e. power balancing) there is still a non-zero tolerance. 10 kW corresponds to a 1%

tolerance at 1MW, which is the �rst non-zero simulation point. The controller is judged
to have successfully tracked a reference power �ow when both its absolute control error
|e| and the absolute control error derivative

⃓⃓
de
dt

⃓⃓
fall below the tolerance margin ε. The

derivative of the control error is used to exclude oscillations around the reference step.
The earliest time by which a reference value is tracked is stored as the delay t. The �nal
tracking delay τ stored for some combination of active and reactive power �ow reference
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values is then simply the maximum of the two delays t. The tracking delays for the two
models are shown in �gure 5.7 for the full model and 5.8 for the reduced model using
isolines. The two models have similar tracking delays and track reference signals in a
similar feasible region.
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Figure 5.7: Full Model Tracking Delay Depending on Pref and Qref

To quantify the di�erence of the two models, a tracking delay inaccuracy 2-D matrix is
de�ned as

T = τred − τfull, (5.4)

where τred and τfull are the matrices containing the response times of the reduced and
full model for the queried reference power �ows in the P/Q-plane. The subtraction
necessitates that the matrices are of equal size and that they query the same reference
values for the active and reactive power �ow.
The tracking inaccuracies are shown using isolines in �gure 5.9. The SPC can be expected
to spend most of its time in the central areas of the feasible region and would transition
through these areas most of the time. The tracking inaccuracy of the reduced grid
in these areas is very low and generally close to 0. Towards the edges of the feasible
region, the tracking inaccuracy becomes larger, reducing the predictive capabilities of
the reduced model. However, the �exibility regions have a similar size and shape, so
despite the di�erence in tracking delay prediction, the fundamental capacity of the grid
to follow the reference signal is still correctly modeled. The �exibility regions of the
generators of the full grid were randomly sized to roughly coincide with SPC apparent
power balancing. The values are given in appendix tables D.16 and D.17.
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Figure 5.8: Reduced Model Tracking Delay Depending on Pref and Qref
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Figure 5.9: Inaccuracy Matrix T (according to eq. 5.4)
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5.7. Upstream Signals

The SPC sends status signals upwards in the controller hierarchy just as it received sig-
nals from those lower in the hierarchy. There are obvious signals that should be reported
upwards without concrete knowledge of the algorithm in the higher-level controller. The
following signals should give broad coverage for a variety of complex higher-level con-
trollers:

1. The parameters and structure of the reduced-order model derived in this chapter.

2. The �exibility region of the SPC.

Dynamic simulations are common in the operation of the transmission grid and com-
municating the parameters and structure of the reduced-order models derived in this
chapter is essential for automated simulations. The �exibility region of the SPC must
be calculated �rst. Principally, there are three ways to calculate it:

1. Aggregating Fib transmitted upwards by the buses using the Minkowski sum de-
scribed in chapter 3 and appendix C.

2. Aggregating using power �ow calculation sampling.

3. Aggregating using simpli�ed power �ow calculation sampling.

The �rst of these, aggregating Fib , is largely identical to the approach in chapter 3, where
the device �exibility regions B were aggregated into the bus �exibility region Fib . This
approach works well if all devices are connected to a single bus, but it does not work well
for the SPC's �exibility region because it only aggregates energetic �exibility: it doesn't
necessarily mean that the operating point is safe (bus voltages, cable currents, etc) for
the SPC. In chapter 3 this was not considered problematic because the devices prior
to aggregation were not thought to be dispersed enough to have appreciably di�erent
voltage levels.
Aggregating using power �ow calculation sampling would perform the following steps:

1. Generate an operating point for all the devices from the di�erent bus �exibility
regions Fi.

2. Run power �ow and determine safety.

3. Generate new operating point and iterate.

4. Discard unfeasible operating points and generate convex hull out of feasible ones
to construct the SPC �exibility region.

Generating a new operating point can either be random or using some kind of heuristic
search. Random sampling was used in [Mayorga Gonzalez 2021], for example. This
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approach yields high-�delity results for the �exibility region, but constructing a well-
de�ned �exibility region requires many iterations and power �ow calculations, which
could be too slow for the higher-level controller.
Much time can be saved by using corrected linear approximations such as those developed
in [D. Contreras 2021], making the calculation of the �exibility region both very fast and
accurate.

CHAPTER SUMMARY

This chapter described a reduced model of the SPC based on grey-box parameter
optimization using metaheuristics. The reduced model is simple and only contains
a few buses, just enough as are necessary to have as many interconnections as
the full SPC model and as many as are necessary to produce adequate voltage
gradients for appropriate control behavior. This was demonstrated in simulations
using a two-bus, single-interconnection reduced model. Approximately 85% of the
computational cost could be saved while providing a good approximation of the
full model within most of the �exibility region away from the hull.
With a functional reduced model available, SPCs can be interconnected at accept-
able computational cost through the transmission grid and their behavior investi-
gated in the next chapter.
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Interconnected Smart Power Cells

W
ith an accurate reduced model having been established for the SPC in the
previous chapter, a transmission grid-level controller can be designed for these

SPCs and the reduced models can be connected in a model representing a section of the
transmission grid to investigate the behavior of interconnected SPCs.

TSO ControllerTSO Controller

+++ SPC Controller Bus Controller Device Controller
Power Flow
Reference
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Other Data

Power Flow
Reference
r⃗S→B,ib

Other Data

Power Flow
Reference r⃗id

Other Data

Power Gener-
ation or Con-
sumption

Figure 6.1: Controller Hierarchy Overview (Current Chapter in Bold)

The content of this chapter in the context of the controller hierarchy is shown in �gure
6.1. Recall from chapter 4 that the SPC controller follows reference signals r⃗T→S for
the interconnections of the SPC while maintaining internally stable operation. For an
adequate investigation of interconnected SPC behavior, it is not enough to invent these
reference functions r⃗T→S as was done in chapter 4 to test the controllers. They must
be generated by an appropriate control mechanism that responds to conditions in the
transmission grid.

6.1. Design Goals and Limitations of TSO Controller

6.1.1 Limitations

Power system control at the transmission grid level has a long history (unlike advanced
distribution grid control) and covers a diverse range of methods and goals. Only a part
of this �eld can be taken into account in this chapter.
Frequency control is historically tied to active power balance because of the rotational
energy stored in spinning synchronous generators. The result is a global, coupled con-
trol problem for both frequency and active power and the frequency control error can
be used as a proxy for the active power balance control error, which is much more
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complex to measure. This behavior can be replicated in power electronics for better
coexistence with conventional generation (see i.e. [J. Liu et al. 2016]), but as the power
grid changes, it is unclear whether this will continue to be necessary or bene�cial and
whether a fundamental relationship between frequency and active power will continue
to exist inde�nitely. Furthermore, the simulation models in this work have been based
on constant 50Hz phasor models that fundamentally do not re�ect this relationship in
the interest of simulation speed. For these reasons, frequency control is not a part of
the control problem in this chapter.
Scheduling and dispatch are discontinuous, long-term control actions that interact with
dispatchable generation units to make su�cient capacity available for grid stability.
They do this by sending a piece-wise constant setpoint signal to dispatchable units
at regular time steps (such as 15min) and by deciding which units to schedule for
operation hours or days in advance. These dispatch algorithms (such as Optimal Power
Flow, see modern versions in [W. Zhang et al. 2017]) would change somewhat in a grid
dominated by renewable generation since the emphasis placed on weather and storage
forecasts would be much larger. A variety of publications have already examined this
problem and reviews have identi�ed solid progress [Hasan et al. 2019]. It is for this
reason that scheduling and dispatch algorithms for the renewable power grid were not
identi�ed as an urgent area of research in chapter 1. That aside, such adaptations of
the dispatch algorithms are beyond the scope of this work also because they work on
timescales of minutes and hours. The controllers designed for the SPC in the previous
chapters act on millisecond to second timescales and running the simulation long enough
to allow meaningful interaction with dispatch algorithms would be unfeasibly expensive
computationally. The continuous controllers described in this chapter shift the operating
point according to their control laws in response to changes in the grid and are not
intended to replace scheduling and dispatch. This is also depicted in the chapter overview
in �gure 6.1.

6.1.2 Design Goals

The transmission grid-level controller designed in this chapter is intended to respond
to disturbances by sending appropriate reference signals to the SPCs it controls. Since
frequency control is not possible here, the focus will be voltage control and power balance
aspects. The location of the transmission grid controller is again depicted in �gure 6.2
along with the reduced SPC model derived in the previous chapter. With this in mind,
the simulation will investigate the loss of most of an SPC's generation capacity and the
response of the controllers to the resulting voltage drop.

6.2. State of the Art

Transmission grid dispatch is generally based on optimal power �ow (OPF) or other
optimization-based algorithms, such as the security-constrained OPF used in North
America; see [Guo et al. 2013]. Purely continuous-time control has existed, but a general
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Figure 6.2: Location of Transmission Grid Controllers

movement towards OPF can be observed (for example in France, see [Ilic et al. 1995;
Lefebvre et al. 2000]).
A combination of OPF-style dispatch and continuous control as used in the traditional
grid o�ers reduced controller oscillations on long timescales and the possibility of running
the system closer to the grid limits. The chief disadvantage of OPF is its struggle with
fast dynamics (see [Mei et al. 2008]) due to its slow iterations and open-loop nature.
There have been attempts to expand the capabilities of automatic control to return
to it some of the authority given to OPF in recent decades. Pilot voltages and area
partitioning were widely used for many years but struggle with shifting control authority
in the grid due to renewable generation [Lu et al. 2018]. Attempts to correct this such
as [Yan et al. 2016] using iterative genetic algorithms are generally complex and only
feasible with large installations.
Since the Smart Power Cells would exist in large parts of the distribution grid to bundle
their renewable generation, many buses in the transmission grid become controllable and
can provide voltage control functionality at the high-voltage side when given appropriate
reference signals for the active and reactive power �ow at the interconnection. In a way,
this makes voltage control at the high-voltage side for SPCs easier than it currently
is: voltage control is largely a local control problem, so the more widely dispersed and
homogeneous relative to the load the generation capacity is, the better it is for voltage
control.
To provide voltage control, di�erent algorithms exist, with the most popular varieties
based on either cosφ(P ) or Q(U) control. cosφ(P ) control de�nes a characteristic
curve that adjusts the setpoint of a generator using its power factor based on the active
power generation. In the majority of cases and for most applications, Q(U) control
performs better [Schultis et al. 2019]; it can be thought of as a proportional controller
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with deadband behavior around the nominal voltage (the size of the deadband depending
on the voltage level and application, but generally in the range of 3% to 10%. The
voltage control in this chapter is based on this general principle as well, though not
realized as a proportional controller.

6.3. Model Structure

6.3.1 Transmission Grid Model
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Line Line Line

LineLine

Line Line

380 kV

20 kV
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Figure 6.3: Model Transmission Grid Structure

The structure of the transmission grid connecting the SPCs is based on CIGRE's 6-bus
high-voltage benchmark grid in [Strunz et al. 2014] for renewable generator integration,
with some modi�cations to the line lengths. It is depicted schematically in �gure 6.3.
SPCs are assumed to be in close physical proximity in the future, and so the line lengths
of the model are reduced by a factor of 10, consequently ranging from 10 km to 100 km.
The slack bus is connected to high-voltage (HV) Bus 2, separated by another power line
(not shown) 750 km long. This is intended to re�ect a weak wide-area synchronous grid
with limited ability to stabilize the SPCs.

6.3.2 SPC Models

Each connected SPC is based on the reduced model derived in chapter 5. Unique reduced
grids were generated by modifying the parameters of the solution in appendix table D.15
randomly by up to ±10%.
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The generators connected to the two buses j = ib = {1, 2} of each SPC is = {1, 2, 3, 4,
5, 6} have a �exibility region in the PQ-plane for active and reactive power generation
modelled as a circle of maximum apparent power Fisj. It is assumed that this circular
shape arises from a variety of generators and storages being represented by a single,
virtual generator according to the aggregation in chapters 3 and 5. Fisj is randomly
initialized between 16MVA to 24MVA. Bus 1 of SPC 4 is initialized as F41 = 8MVA

to make the simulation more interesting since it means that only fairly little generation
capacity remains in SPC 4 after the loss of generation capacity at bus 2. The power bal-
ance of each SPC model lies at around 35MVA, subject to the randomization described
earlier.

6.4. Controller

6.4.1 Control Function

The transmission grid controller developed for this work generates the single-intercon-
nection power �ow reference values rT→S,P,is and rT→S,Q,is transmitted to each SPC
controller is with a focus on providing a fast response to severe disturbances of generation
capacity. Redispatch would further intervene at its iteration points, but this is much
slower and will be ignored here. The general form of the controller for each reference
signal is:

eU,is = (rU,is − yU,is)

ef,U,is = f(eU,is)

rT→S,P/Q,is =
1

s
ef,U,isC,

eP/Q,is = rT→S,P/Q,is − yP/Q,is

(6.1)

where C is a non-zero scalar of dimension Wpu−1 or var pu−1, respectively. An appro-
priate order of magnitude for C can be calculated by either taking it as the inverse of the
voltage sensitivity index (C = (VSI)−1) or by estimating it using a DC approximation
for the connected SPC, as in C ≈ U2

R
, with R as the average sum line resistance of the

distribution grid. It is not necessary to derive this constant very accurately because the
controller integrates the controller error and will eventually provide the necessary power
to stabilize the voltage. This sets the controller apart from Q(U) control, which requires
a more carefully chosen proportionality constant to return the voltage to the deadband.

6.4.2 Alternate Controllers

The transmission grid controller described here does not use any of the signals sent to
it by the SPCs and requires no knowledge other than the HV-side bus voltage, though
knowledge of the aggregated �exibility region of the SPC would be bene�cial to prevent
controller windup and is assumed for the simulation. As described in previous sections
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Figure 6.4: Voltage Deadband

that discussed unused signals, speci�cally sections 4.8 and 5.7, the control structure is
meant to be adaptable and to not rely on speci�c algorithms that may or may not require
or provide certain signals. Model-predictive control (MPC) is once more an appealing
alternative to the described controller, although at this control layer the simulation of
the reduced models of the SPC is still relatively slow (certainly when compared to the
approximation of the controlled bus in chapter 3). This would make running a well-
performing MPC very di�cult. A di�erent model-order reduction that provides faster
reduced models would be preferable, perhaps based on machine learning.

6.5. Simulation

6.5.1 Simulation Parameters

The HV voltage deadband udead was chosen as±1%. C was estimated at 100Mvar pu−1.
Only reactive power is used for voltage control and the active power �ow interconnection
reference signal is set to 0 (power balance, no import or export) for all connected SPCs.
The medium-voltage (MV) controller parameters are the same as given in chapter 5.
The bus �exibility limits are given in appendix table D.18 and the HV line lengths and
parameters are given in appendix tables D.19 and D.20. The MV SPC reduced model
parameters are in appendix table D.15.

6.5.2 Simulation Results

SPC 4 is subjected to a total loss of generation capacity at t = 5 s at bus 2 and the
grid response is observed. The HV-side bus voltage of SPC 4 can be seen in �gure
6.5. A sharp drop is visible when the generation capacity is lost. This is to represent,
for example, some weather phenomenon that severely a�ects the renewable generators
in that area. Voltage restoration in the high-voltage grid by the other SPCs is swift
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and returns to within the deadband within one second. The voltage restoration induces
oscillations in the response of the integral controller structure, but these are greatly
dampened in the response of the FPID controller structure.
The active and reactive power �ow at the interconnection of SPC 4 are depicted in
�gures 6.10 and 6.11, showing that the SPC loses roughly 15MW of generation when
its capacity at bus 2 is lost (a positive power �ow at the interconnection being in the
direction of the distribution grid). Naturally, bus 1 of SPC 4 attempts to correct this,
but since the �exibility region was initialized at only 8MVA, it has insu�cient capacity
to do anything. The noise in the reactive power �ow is of a numerical nature only and
doesn't represent a physical process. The controller repeatedly attempts to extract more
reactive power generation from its only remaining generator than it can supply, which
causes jitter at the edge of the �exibility region.
Due to the large size of the model and its many generators, only a few other buses can
be depicted graphically. The active and reactive power �ows at the interconnection of
SPC 1 with the transmission grid can be seen in �gures 6.6 and 6.7. Note that a positive
power �ow is in the direction of the distribution grid, so the reduction in response to the
generation capacity loss in SPC 4 corresponds to an increase in the generation in SPC
1. This can be seen more clearly in �gures 6.8 and 6.9 showing the active and reactive
power generation of SPC 1, bus 2 (without accounting for the connected load). The
controller oscillations of the I-controller structure are also clearly visible. These are also
suppressed by the fractional controller.
Di�erent reference values for the interconnections and di�erent setpoints for the gener-
ators being generated by the transmission grid controller for the SPCs arise from the
complex interaction of the SPC controller layer with the transmission grid controller
layer. Changes in the generation in one SPC induce changes in the HV-side voltage of
other SPCs and prompt these to shift their injection as well. Even though both sim-
ulations were performed with identical physical parameters, this controller interaction
is enough to substantially shift the steady state operating point depending on which
controller structure is used. Initializing both models completely identically would be ex-
tremely complex because of the decaying and saturating nature of fractional controller
states, and therefore it was not attempted.
Simulation time on an o�ce computer running MATLAB/Simulink was approximately
5min, with little di�erence between the I-controller and the FPID controller. The rela-
tively complex mathematics underlying fractional derivatives are insigni�cant compared
to the general size of the model and such a controller could be implemented in a physical
system.
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CHAPTER SUMMARY

This chapter described a voltage controller for the high-voltage buses in the trans-
mission grid. It controls the voltage at these buses by sending reference power �ow
signals to the SPCs for the interconnections with the transmission grid in accor-
dance with the SPC controller described in chapter 4. The simpli�ed models of the
SPC are based on the work in chapter 5 to make simulation more computation-
ally feasible. The controllers were tested by simulating a large loss of generation
capacity (for example, after a weather event) in one of the SPCs and thereafter
successfully returned bus voltages to the tolerance band. The FPID controller
described in chapter 4 suppresses oscillations compared to the integral controller.
The simulation shows the fundamental interoperability of SPCs and their ability
to support each other.
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Conclusions

I
n this work, a control architecture for cellular grids was described based on the
concept of the Smart Power Cell (SPC). The controller hierarchy spans multiple volt-

age levels, including a medium- or low-voltage bus controller, a medium-voltage SPC
controller, and a high-voltage controller for the interconnection of SPCs. The controllers
make themselves controllable for the next higher-level controller, leading to a hierarchical
structure. Model-order reductions were also developed side-by-side with the controllers
for the buses in the SPC and for the SPC as a whole to generate adequate reduced mod-
els for simulation and control. The work also made a substantial e�ort to standardize
the hierarchy and its signal �ows while maintaining modularity and �exibility.
In chapter 3, bus controllers were developed that control the controllable devices (gen-
erators, �exible loads, storage installations, etc) connected to the bus in order to ful�ll
the desired reference power �ows from the higher-level controller while maintaining as
simple dynamic behavior as possible. The controllers accomplish this using transfer
function considerations and simpli�cations as well as a constrained optimization prob-
lem to assign appropriate setpoints to the various controlled devices. Simulation studies
were carried out for validation and show good tracking and benign dynamic behavior.
This chapter also explored the aggregation of bus generator �exibility using Minkowski
sums.
These controllers were integrated into the Smart Power Cell in chapter 4 and a multiple-
input, multiple-output controller was developed for the Smart Power Cell to track ref-
erence signals for the interconnections of the SPC with the transmission grid, other
SPCs, and other energy grids while respecting voltage limits inside the SPC. To this
end, the SPC controller used linear parameter-varying control for the voltage pro�le
inside the SPC and a vector formulation broadly inspired by state space control for its
tracked interconnections. Special attention was paid to reducing controller oscillations
using fractional control. Simulation studies were carried out for validation and show the
success of the controller in producing acceptable voltages, suppressing oscillations, and
following power �ow reference signals for the interconnections.
A reduced-order model was developed for the controlled (closed-loop) SPC model in
chapter 5 to provide a dynamic approximation at lower computational cost. The reduced
model approximated the power �ow and voltage control behavior of the full model using
metaheuristic optimization of a grey-box model structure. Simulation studies were car-
ried out for validation over a large range of interconnection power �ow reference values
to show the similarity of the closed-loop behavior at the interconnections as character-
ized by the tracking delay and the similarity of the �exibility region of the full- and
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reduced-order model. Large computational savings of around 85% could be obtained.
With a comparatively computationally inexpensive model having been constructed from
all the previous chapters, an interconnection of SPCs was constructed in chapter 6 and
high-voltage voltage controllers developed which controlled the voltages at the high-
voltage side of the SPCs in response to severe disturbances of generation capacity. The
controllers were able to stabilize the voltage and limit controller oscillations.
The research questions described in section 1.5 were

1. the modeling and control of the various generators, loads, and storage elements in
the SPC,

2. the internal control of the SPC and its ability to support other SPCs,

3. the reduction of the computational complexity of the SPC models,

4. the control of an interconnection of SPCs and the investigation of their behavior.

The results outlined above contributed substantially to all these research question and
the contributions proposed in section 1.6 are considered ful�lled. The simulation results
validate the developed hierarchical, modular control structure. It could be shown that
large-scale complexity reduction is possible by integrating controller design and model-
order reduction into a single process. The modularity and adaptability of the proposed
controllers is also apparent in the discussions of their signal �ow: none of them rely on
speci�c algorithms in other layers and they generally produce more status signals than
are necessary for the algorithms in this work to allow the drop-in implementation of
other algorithms that might require these signals.
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Outlook

Due to the �exibility and modularity of the controller architecture, there are many
possible alternatives at di�erent levels that could be investigated. Some of these have
been mentioned in this work, such as replacing the SPC or TSO controller with model-
predictive control. In fact, model-predictive control (MPC) could also be used for the
bus controller. MPC can include complex optimality criteria besides control error, and
including the desired �rst-order transfer function closed-loop behavior appears feasible.
The SPC model order reduction can be improved upon. Machine learning has shown
remarkable potential for the approximation of complex systems and some early forays
have been published. The main drawback to this approach is that machine learning
generally struggles to accurately learn discontinuous switching behavior such as OLTC
transformers, and this switching behavior is important for the voltage pro�le. However,
such a model approximation would run very quickly, much faster than the 85% reduction
developed in this work using a grey-box model.
The interactions of the SPC architecture with traditional dispatch algorithms such as
OPF are also worth investigating. This faces two hurdles. Simulating an interconnection
of SPCs on timescales long enough to make dispatch relevant is still computationally
burdensome using grey-box models. Additionally, for proper dispatch algorithms, eco-
nomic data is integral. The concept of aggregation and reduction of complexity means
that it would be counterproductive to allow market access to all the generators in the
SPC individually. Instead, the SPC should participate in the energy market as a single
entity. How exactly the SPC determines its own cost of generation remains a non-trivial
question because of the possible need for the SPC controller to use non-optimal genera-
tors in support of SPC bus voltages. That said, the signal �ow in the controller hierarchy
can easily be expanded to include economic data for aggregation and control.
Other questions exist regarding the planning of the SPC, primarily in terms of sizing. In
general, it is less the balance of load and generation of the SPC that a�ects its feasibility
and more its physical and electrical size in terms of line or cable lengths. Since the OLTC
transformers are essential for expanding the �exibility region of the SPC and assisting
the SPC controller with voltage control, a large physical size of the SPC will make
it di�cult to properly utilize the �exibility of buses that are electrically distant from
the OLTC transformers. Those buses would regularly be in voltage control mode and
contribute relatively little to interconnection power �ow control. A methodology should
be developed to estimate the optimal size of an SPC for a variety of SPC topologies.
Presently, in this work, multi-modal interfaces are assumed to behave as storage elements
of in�nite capacity. The �ow of hydrogen into the gas grid or out of it is assumed to be
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insigni�cant relative to the capacity of the network. This may not be realistic depending
on the scenario. Likewise, the limits of the gas grid are not being considered. Gas grids
are also subject to constraints like node pressure and gas �ows through pipes at far
slower velocities of around 20m s−1 to 100m s−1, depending on the type of pipeline,
compared to the near-light-speed of electric power transmission. Simulations of the gas
grid would therefore play out on very di�erent timescales. This is worth investigating,
but designing a combined model capable of simulation at such vastly di�erent timescales
is a very complex task.
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Basics of Advanced Control

T
he fundamentals of control theory, such as PID controllers, are single-
input, single-output (SISO) controllers. In more mathematical terms, they map

the input error scalar e to an output control scalar u:

u = f(e), (A.1)

where, in the case of a PID controller, this expands to:

u(t) = KPe(t) +KI

∫︂
e(t) dt+KD

d

dt
e(t), (A.2)

u = KPe+KI

1

s
e+KDse. (A.3)

This type of controller has obvious advantages. They are intuitively comprehensible to a
trained human observer and they are simple to synthesize and simple to implement on a
microcontroller. They are also usually reasonably robust when designed conservatively
in the sense that they maintain some degree of stability under parameter variation and
disturbance. But this controller also has many obvious disadvantages such as limited
degrees of freedom, no support for multiple input or output variables, and local operator
behavior.
The purpose of this chapter is to provide an extremely brief introduction to concepts
that exist in more advanced control theory. It is not intended to impart the knowledge
of how to use any of these methods or describe their advantages and disadvantages in
detail; there is no space for that. However, it is hoped that the reader will understand
the basic concepts a little and remember how much progress has been made in control
theory in the last 50 years, the impact this can have on our lives, and perhaps recognize
the potential usefulness for their own work.

A.1. A Few Basics of Multivariable Control

In many systems, SISO control is not enough because di�erent variables interact to such
a strong degree that designing controllers individually for them is nearly impossible. It
might be desirable or necessary to have more than one input value and more than one
control variable (i.e. the actuators) in a single controller. This is equivalent to the map
of some vector of input error scalars e⃗ to an output control vector u⃗:
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u⃗ = f(e⃗). (A.4)

This is the fundamental idea behind multiple-input, multiple-output (MIMO) control.
A wide variety of algorithms exist to arrive at the function f() with radically di�erent
philosophies behind them, such as state-space control, model-predictive control, control-
Lyapunov functions, etc. Not all of these algorithms are of practical relevance. For
example, control-Lyapunov functions in particular are notoriously di�cult to obtain
and not often used in practical systems, at least for now.
The possibly simplest approach is that taken by state space controllers. Instead of an
algorithm to generate proportional control scalars KP for a PID-controller, we could
look for an algorithm that generates control matrices KP for a dynamic system with n

errors and m actuators:

u⃗ = KPe⃗,⎡⎢⎢⎢⎣
u1

u2

...
um

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
k11 k12 . . . k1n
k21 k22
... . . .

km1 kmn

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
e1
e2
...
en

⎤⎥⎥⎥⎦ .
(A.5)

Di�erent algorithms exist that generate such a poportional response matrixKP based on
the time-invariant linear matrix representation of dynamic systems (ẋ = Ax+Bu, y =

Cx+Du). Additional algorithms exist which can then be used to expand the controller
into a state-space PID controller:

u⃗ = KPe⃗,

u⃗ = KPe⃗+KI

1

s
e⃗+KDse⃗.

(A.6)

State-space control is mature and has, for example, been widely used in manned and
unmanned aircraft �ight control. Its chief disadvantage is the need for a good state-space
representation of the system and the implicit necessity of obtaining through measurement
or inference a full control error vector e⃗ (the controlled system is usually no longer stable
if some measurements are unavailable). This becomes unrealistic for systems of high
dimension such as a power system. A dynamic, medium-voltage SPC model has dozens
of states, possibly exceeding 100, and it is not feasible to measure all of these states to
provide a full error vector to the state-space controller. It is for this reason that the
controller presented in chapter 4 is merely inspired by the mathematical formulation in
equation A.5 and doesn't attempt to implement such a state-space controller algorithm
directly.
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A.2. A Few Basics of Nonlinear Control

Both PID controllers and state-space controllers are linear controllers for linear systems.
In practice, almost all systems are to varying degrees nonlinear, meaning that they
cannot be represented using a linear transfer function or a linear state-space. Instead of
linear di�erential equations which are used to derive the transfer function or the state-
space, nonlinear systems are usually based on nonlinear di�erential equations. Various
approaches exist to generate controllers for a nonlinear system. It is the purpose of this
section to describe some which are either relevant to this thesis or which might interest
the reader.
A simple and intuitive solution to the problem of controller synthesis might be to take
the nonlinear di�erential equations

⃗̇x = f(x⃗, u⃗), (A.7)

and then linearizing them around some operating point {x⃗0, u⃗0}. These linear di�eren-
tial equations can then be rearranged into a linear state-space to be used with linear
design techniques. Obviously this controller would only generate a stable response as
long as the system is somewhat close to the operating point for which it was linearized
(and not necessarily even then, depending on the nature of the nonlinearities). How-
ever, the system could be linearized around many di�erent operating points and the
controllers pre-generated and saved. As the system changes, controllers are then se-
lected for the control response based on which operating point is closest and therefore
which controller is most applicable. This technique is called gain scheduling because its
original formulation calculated various PID controller gains (KP , KI , KD) for various
operating points and scheduled them for the control response based on the measured
behavior of the system. Gain scheduling is almost as old as modern control theory itself
and has a long history of success.
A radically di�erent approach is taken by fuzzy control. Instead of deriving a controller
through mathematical consideration of the system, the controller is based on logical rules
and de�nitions derived by a human expert. Consider the following rules for a generator:

When [voltage] is [too low], produce [more] [reactive power].
When [voltage] is [too high], produce [less] [reactive power].

What's missing now are more mathematical de�nitions for the terms [too low], [too
high], [more], and [less] that allow an implementation in a controller. For this, we
de�ne fuzzy truth values that express the validity of these statements along a numerical
axis using values between 0 and 1. For the voltage, we might de�ne an area of acceptable
voltage (neither too high nor too low, meaning both of them have a fuzzy truth of 0),
areas where the voltage begins to become too high or too low (a fuzzy truth between 0
and 1), and areas where it is de�nitely too high or too low (a fuzzy truth of 1):
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0.9 0.95 1 1.05 1.1
0
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Similarly, we should de�ne what we understand by �more� and �less� as a change of
the current power generation (precise units omitted in this example, but necessary for
implementation):

0
0

1
Less More

Power per Second

T
ru
th

In this SISO case, the truth values are easily mapped to each other since they cannot
be true at the same time and a numerical output is obtained for the controller, but this
approach works for MIMO systems and systems with extremely complex rules as well.
Multiple inputs and outputs can overlap; these are then �defuzzied� using the geometric
centroid of the output truth polygon.
Fuzzy control has distinct advantages if the system is large and di�cult to model ad-
equately for a traditional controller synthesis, but can be intuitively understood quite
well by a human expert and heuristic control laws de�ned. The system must also be
somewhat insensitive to parameter variation because otherwise it becomes di�cult for
the expert to select appropriately de�ned fuzzy sets. In many cases, fuzzy control is
much more stable than one would naively expect: for example, if our de�nition of �less�
makes the controller a little too aggressive in its attempts to correct the voltage, it will
oscillate between �less� and �more� for a while before stabilizing. Even if an output or
input fuzzy set is imperfectly de�ned, the system will tend to oscillate towards a stable
operating point because the aggressiveness of the controller changes based on the state
of the system.
Ultimately, fuzzy control can be thought of as linear parameter-varying control with the
controller parameters varying between �xed numbers depending on the fuzzy truth of
the various de�ned statements. Since it can be equivalently converted to a conventional,
linear controller whose parameters vary and tend towards zero for small errors, oscilla-
tions and instability are generally better than in a controller who immediately reacts
aggressively to an error.
The disadvantages include its somewhat slower and less aggressive performance, the
time-consuming trial-and-error nature of its derivation, and the lack of a robust mathe-
matical basis to estimate stability margins and parameter uncertainty.
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Basics of Fractional Calculus

F
ractional calculus is a �eld of mathematics concerned with obtaining a mean-
ingful result for non-integer powers α ∈ R of the di�erentiation d

dx

(︃
d

dx

)︃α

, (B.1)

or of the integration f(x) =
∫︁ x

0
f(y)dy. If the operator acts on a function that can be

transformed using the Laplace transform, this simpli�es to

sα, α ∈ R, (B.2)

where a positive real α yields a fractional di�erential operator and a negative real α
yields a fractional integrator. The normal mathematical rules are intended to apply, so
the multiplication of two half-derivatives s

1
2 · s 1

2 yields a normal, classical derivative s.
The history of these fractional operators is surprisingly long, with the �rst speculations
on their existence dating back to Guillaume de l'Hôpital and Gottfried Wilhelm Leibniz
in the 17th century and a maturing understanding developed by Joseph Liouville and
Oliver Heaviside in the 19th century.

B.1. Half-Derivative Example

As an example, consider the function f(x) = x (based on [Various Wikipedia Authors
2022]) and let us assume that we wish to calculate the half-derivative

d
1
2

dx
1
2

. (B.3)

We begin with a generalized function and derivative:

da

dxa
xk =

k!

(k − a)!
xk−a, (B.4)

for some a-th integer order derivative on the power function xk. Other than the factorial,
which is only de�ned for non-negative integers, there is nothing keeping us from having
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non-integer exponents a for this expression. It turns out that such a generalization of
the factorial is possible:

da

dxa
xk =

Γ(k + 1)

Γ(k − a+ 1)
xk−a, (B.5)

where Γ is the (well-established) gamma function which provides an extension of the
factorial for real (and complex) numbers:

Γ(z) =

∫︂ ∞

0

xz−1e−x dx, R(z) > 0. (B.6)

With k = 1, a = 1
2
we obtain

d
1
2

dx
1
2

x =
Γ(2)

Γ(3
2
)
x

1
2 ,

=
1
√
π

2

x
1
2 ,

=
2√
π

√
x.

(B.7)

Repeating the process gives

d
1
2

dx
1
2

2√
π
x

1
2 ,

=
2√
π

Γ(3
2
)

Γ(1)
x0,

=
2√
π

√
π

2
x0,

=1,

(B.8)

meaning that after two half-derivatives, we correctly reach a full derivative d
dx
x = 1.

Using the Laplace transform and the operator s
1
2 yields the same result as above using

convolution and the gamma function again.
Now consider the constant value x0 = 1 for x > 0. As a Heaviside step function located
at x = 0, its derivative is the Dirac delta. But its half-derivative is

d
1
2

dx
1
2

x0 =
Γ(0 + 1)

Γ(0− 1
2
+ 1)

x0− 1
2 ,

=
1√
π
x− 1

2 ,

=
1√
π

1√
x
,

(B.9)

meaning that it merely decays to zero at in�nity; it is no longer a local operator like an
integer-order derivative and instead depends on the entire history of the function, not
just its local evaluation.
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B.2. Usefulness in Control Theory

The value of having a fractional integrator is limited. For integrators of sα with α be-
tween 0 and -1 there is no full integer-order integration and the contents of the fractional
integrator saturate even in the presence of a constant input; this is undesirable in most
control systems since it defeats the purpose of having an integrator, which is steady-
state accuracy. For values of α < −1 there would be some combination of full- and
fractional-order integrators, which can be useful in certain situations to prevent con-
troller windup, but requires very careful parameter selection. However, fractional-order
derivatives of α between 0 and 1 can be very useful because, as shown in equation B.9,
a non-integer derivative is no longer local and will remain non-zero in the absence of an
input (albeit decaying). It will also maintain its sign for some time after the sign of a
normal derivative would change.
Consider the sawtooth function and its (half-)derivative in �gures B.1-B.3.
An ordinary derivative yields Dirac deltas for x = {0, 10, 20 . . . } and constant (negative)
values inbetween. The half-derivative decays instead, remaining positive for some time.
Also note that the response of the half-derivative at x = 0 is slightly di�erent from
the response at x = 10 � this is correct behavior because the fractional derivative has
memory and at x = 0 this memory is initialized empty, so the half-derivative responds
di�erently here as compared to later where the memory contains function behavior from
the past. In fact, although it appears as though the half-derivative responds with periodic
recurrence at x = {10, 20 . . . }, these responses are all slightly di�erent from each other
as well. They would only be identical if the sawtooth function (and the half-derivative's
memory) reached in�nitely far into the past. However, due to the decaying in�uence of
past values, this di�erence is so small that it becomes invisible at the �gure's scale after
the �rst period of the sawtooth function.
Inter-controller oscillations in control theory often occur because a delay exists between
the response of one controller and the detection of this response in the control error by a
di�erent controller. This causes controllers to react strongly to an error that has had the
opportunity to grow larger than it would have if a single controller with more immediate
detection were available. Inter-controller oscillations around the reference value result
in frequent changes to the sign of the derivative of the control error. The half-derivative
dampens the controller response because it �remembers� that the control error had a
di�erent sign not long ago, as can be seen in the sign changes of the half-derivative in
�gure B.3. This reduces or eliminates the tendency of an integral controller to oscillate
against other integrators.
By way of a simple demonstration, consider the block diagram in �gure B.4. The two
identical controllers K(s) receive the same reference signal r and target the same output
variable y. One controller is delayed by a unity �rst-order transfer transfer function.
Both controllers then act on the system which is also a unity �rst-order transfer function.
The three controllers compared here for K(s) are

KI = 2
1

s
, (B.10)
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Figure B.1: Sawtooth Function
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Figure B.3: Half-Derivative
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Figure B.4: FPID Comparison Block Diagram
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KID = 2
1

s
+ s, (B.11)

KFID = 2
1

s
+ s

1
2 . (B.12)

The reference function is a simple unity step at t = 5 s. The responses of the di�erent
controllers to this reference step are shown in �gure B.5. The I-controller shows the
worst performance: it has the slowest startup of the three controllers, the largest over-
shoot, and shows strong oscillations between controllers. The ID-controller shows better
startup and dampens the overshoot (the increasing control error generates a response
in the derivative), but later oscillations are not substantially improved in amplitude or
duration. The FID controller shows startup performance between the I- and the ID-
controller, greatly dampens the overshoot, and removes the oscillations. It quite clearly
performs the best in this example.
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Figure B.5: Controller Comparison

Fractional PID controllers provide a generalization of ordinary PID controllers in the
sense that the FPID controller

K(s) =KP +KIs
−α +KDs

β,

α, β,∈ R>0,

KP , KI , KD ∈ R
(B.13)

contains all possible ordinary PID controllers by allowing α = β = 1. This means that,
in theory, an algorithm that yields FPID controllers is strictly better than one which
yields PID controllers because it increases the degrees of freedom of the controller design
and therefore the potential of a desirable control response. In practice, this is often not
the case because few plants are compatible with analytic algorithms for FPID synthesis.
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The most widely used algorithms for FPID synthesis are instead metaheuristics, which
means they are elaborate, computationally expensive, and do not guarantee any kind of
optimality or generality. FPID controllers are also much more demanding to implement
in a microcontroller due to the necessity of maintaining as long a function memory
as possible to properly compute numerical fractional derivatives. This contrasts with a
PID controller which only needs to maintain two controller values in memory, one for the
integrator state and one for the last control error (to compute a numerical derivative).
These drawbacks together mean that FPID adoption has been very timid and familiarity
with them even among control system engineers is rather low.
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Aggregation of Energetic Flexibility
and Minkowski Sums

T
he representation of energetic flexibility is a vector space since the op-
erating point of a technical installation in time can almost always be described as

some vector y⃗ �lled with values that represent the operation. Di�erent operating points
are represented by di�erent entries in the vectors, and the set of all these possible operat-
ing points is a vector space B. For example, as far as power generation or consumption is
concerned, a controllable generator can supply to a maximum of some sort of maximum
apparent power Smax, but it cannot absorb any real power whatsoever. This is a �lled
semicircle in the complex (PQ) plane, depicted here:

P

Q

All the vectors inside this region up to and including the hull (the border) are valid
operating points. Other installations might have di�erent �exibility regions represented
by di�erent vector spaces. The combination, i.e. aggregation, of two vector spaces B1

and B2 into F is called the Minkowski sum:

F = B1 ⊕B2. (C.1)

Minkowski sums can be visualized as overlaid hulls. Consider a sum of a rectangle and
a semicircle:
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P

Q

P

Q

Strictly speaking, the Minkowski sum is a linear combination of all vectors in B1 with
all vectors in B2. Due to the continuous nature of the vector space, this is obviously
impossible to do on paper in most cases. Some mathematical description of the hull (the
border) of F must be found that can be used to de�ne the member vectors in terms
of inequality constraints. Generally the method chosen here is to discretize the hull by
generating a sampled polytope. When we overlay the hull of B1 at the extremities of
B2, we see:

P

Q

If we push the semicircle along the edge of the rectangle, the sum of all possible vectors
taken from the sets of hull vectors constructs a new hull corresponding to F :
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If the shape is convex, which is almost always the case in power systems, the hull of F
is then computed relatively easily out of all these maxima using a divide-and-conquer
algorithm testing for inequality membership in the set. All the points that do not de�ne
the hull of F can then be discarded since they are inessential to the de�nition of the
vector space:

P

Q

In the case of purely convex shapes, various simpli�cations can be made to speed up
computation, but since Minkowski sums are not expensive to compute, these will not be
elaborated here.
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Parameters

D.1. Distributed Devices

Table D.1: Device Flexibility

Generator Battery VAR Comp.
4MVA ±4MW ±2Mvar

≥ 0MW1

1This corresponds to a semicircle in the positive real side of the complex plane with a

radius of 4MVA.

Table D.2: Reference Signals

Time [MW] [MVA]

Initialization -3 2

0 s -2 -5

1 s 7 -4

Table D.3: Calculation Time By Algorithm

Algorithm Calculation Time

SQP 0.02 s

Interior-Point 0.07 s

Table D.4: Dynamic Time Constants

Tgen Tbat Tvar

0.2 s 0.01 s 0.01 s

TΣ,P TΣ,P TΣ,Q TΣ,Q

0.210 s 0.049 s 0.169 s 0.217 s

0 s ≤ t < 1 s 1 s ≤ t < 2 s 0 s ≤ t < 1 s 1 s ≤ t < 2 s
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D.2. Internal Control of Smart Power Cells

Table D.5: General Controller Parameters

Kmax Udead Ucrit

10 0.03 pu 0.06 pu

Table D.6: Controller Parameters (FID)

KI KD α β

1 0.1 1 1
2

Table D.7: Controller Parameters (I)

KI KD α β

1 0 1 1

Table D.8: Cable Parameters

r+ r0 l+
0.012 73Ωkm−1 0.3864Ωkm−1 0.9337mHkm−1

l0 c+ c0
4.1264mHkm−1 12.74 nF km−1 7.751 nF km−1

Table D.9: Reference Steps

t Pref,1 t Pref,2 t Qref,1 t Pref,2

0 s 25MW 0 s 5MW 0 s 0Mvar 0 s 0Mvar

10 s 0MW 10 s 0MW 10 s 3Mvar

20 s −4MW 50 s 2Mvar
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Table D.10: Cable Lengths and Bus Indices

1

2

34

5

6

7

8

9

10

11

12

13

14

1.5 km

2 km

2.8 km

4.4 km

0.6 km

2.8 km

0.6 km 0.5 km

0.2 km

1.7 km6.3 km6.8 km

0.3 km

4.9 km

3 km

Table D.11: Load Parameters Pload (Active Power)

Bus 1 2 3 4 5 6 7
19.839MW 10kW 501kW 431kW 727kW 548kW 76.5 kW

Bus 8 9 10 11 12 13 14
586 kW 573kW 543kW 329kW 500kW 400kW 200kW

Table D.12: Load Parameters Qload (Reactive Power)

Bus 1 2 3 4 5 6 7
4.367Mvar 10 kvar 209 kvar 108 kvar 182 kvar 137 kvar 47 kvar

Bus 8 9 10 11 12 13 14
147 kvar 356 kvar 161 kvar 83 kvar 25 kvar 250 kW 50kvar
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D.3. Model Reduction of the SPC

Table D.13: Optimization Constants

γp 0.1 γg 0.4

ω 0.2 S 400.

Table D.14: Initialization Range

r′+ 1 · 10−3 . . . 1 · 100Ωkm−1 P1 1 · 100 . . . 1 · 109W
r′0 1 · 10−3 . . . 1 · 100Ωkm−1 P2 1 · 100 . . . 1 · 109W
l′+ 1 · 10−6 . . . 1 · 100Hkm−1 Q1 1 · 100 . . . 1 · 109var
l′0 1 · 10−6 . . . 1 · 100Hkm−1 Q2 1 · 100 . . . 1 · 109var
c′+ 1 · 10−9 . . . 1 · 100Fkm−1

c′0 1 · 10−9 . . . 1 · 100Fkm−1

L 1 · 100 . . . 1 · 103km



Chapter D: Parameters 113

Table D.15: Optimized Parameters

r′+ = 7.30 · 10−3Ωkm−1 P1 = 1.98 · 107W
r′0 = 1.00 · 10−3Ωkm−1 P2 = 6.91 · 106W
l′+ = 1.62 · 10−2Hkm−1 Q1 = 1.34 · 107var
l′0 = 1.51 · 10−2Hkm−1 Q2 = 1.74 · 107var
c′+ = 4.97 · 10−5Fkm−1

c′0 = 9.02 · 10−4Fkm−1

L = 449 · 100km

Table D.16: Generator Flexibility (Full Model)

DG 1 DG 2 DG 3 DG 4 DG 5 DG 6
3.650MVA 3.075MVA 3.325MVA 2.600MVA 2.700MVA 2.575MVA

DG 7 DG 8 DG 9 DG 10 DG 11
2.550MVA 3.600MVA 2.750MVA 2.975MVA 2.975MVA

Table D.17: Generator Flexibility (Reduced Model)

DG 1 DG 2
16.3875MVA 16.3875MVA
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D.4. Interconnected SPCs

Table D.18: Bus Flexibility

ADN # Bus 1 Bus 2
1 20MVA 16MVA

2 17MVA 19MVA

3 19MVA 18MVA

4 8MVA 23MVA

5 22MVA 21MVA

6 18MVA 17MVA

Table D.19: HV Line Lengths

From Bus To Bus Length
1 2 10 km

2 5 30 km

5 4 30 km

4 3 10 km

1 6 30 km

6 4 30 km

1 3 60 km

Table D.20: HV Line Parameters

Positive-sequence Zero-sequence
65.34mΩkm−1 213mΩkm−1

7.96mHkm−1 27.3mHkm−1

57.01nF km−1 33.3nF km−1
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